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arles Darwin described evolution as a process of "de-
scent with modification.” It is a phrase that aso fits the
ontinuing evolution of BIOLOGY. This Seventh Edition
is our most ambitious revision of the book since its origin—a
new textbook "species’ with severa evolutionary adaptations
shaped by the changing environment of biology courses and by
the astonishing progress of biologica research. But these adap-
tive modifications are till true to the two complementary
teaching values a the core of every edition of BIOLOGY. Firgt,
we are dedicated to crafting each chapter from a framework of
key concepts that will help students keep the details in place-
Second, we are committed to engaging students in scientific in-
quiry through a combination of diverse examples of biologists
research and opportunities for students to practice inquiry
themselves.

These dual emphases on concept building and scientific in-
quiry emerged from our decades of classroom experience. It is
obvioudy gratifying that our approach has had such broad ap-
peal to the thousands of instructors and millions of students
who have made BIOLOGY the most widely used college sci-
ence textbook. But with this privilege of sharing biology with
so many students comes the responsibility to continue im-
proving the book to serve the biology community even better.
Aswe planned this new edition, we visited dozens of campuses
to hear what students and their instructors had to say about
their biology courses and textbooks. What we learned from
those conversations about new directions in biology courses
and the changing needs of students informed the many im-
provements you'l find in this Seventh Edition of BIOLOGY.

BIOLOCG

We have restructured each chapter
to bring its key concepts into even
sharper focus

The discovery explosion that makes modern biology so excit-
ing also threatens to suffocate students under an avalanche of
information. The past few editions of BIOLOGY et the details
in a context of key concepts, typically ten to twenty per chap-
ter. In this new edition, we have taken the next evolutionary
step of restructuring each chapter to help students focus on
fewer, even bigger ideas—typically just five or six key con-
cepts per chapter. A new Overview section at the beginning of
each chapter sets an even broader context for the key concepts
that follow. And a the end of each of the concept sections, a
Concept Check with two or three questions enables students
to assess whether they understand that concept before going
on to the next. Answers to the Concept Check questions are
located in Appendix A, as are the answers to the Self-Quizzes
from the Chapter Review a the end of each chapter.

In our ongoing interactions with students and instructors,
they have responded enthusiastically to our new organization
and pedagogy. Compared to other textbooks, including earlier
editions of our own, students have found the new chapter
structure and design of BIOLOGY, Seventh Edition, to be
more inviting, more accessible, and much more efficient to
use. But in achieving these goals, we have not compromised
the depth and scientific accuracy the biology community has
come to expect from us.
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New "Exploring Figures' provide
efficient access to many complex
topics

Biology is a visual science. Thus we have aways authored
BIOLOGY'S graphics and narrative side by side to coordinate
their message. In the Seventh Edition, this text-art integration
reaches its next evolutionary level with a new leature caled
"Exploring Figures." Each oi these large figures is a learning
unit that brings together a set of related illustrations and the
text that describes them. The Exploring Figures enable stu-

In art, photos,
and text are fully integrated.

dents to access dozens of complex topics much more efi-
ciently, now that the textual and visua components have
merged.

The Exploring Figures represent core chapter content, not
to be confused with some textbooks "boxes," which feature
content that is peripheral to the flow of a chapter. Modern bi-
ology is challenging enough without diverting students' atten-
tion from a chapter's conceptua storyline. Thus, each Explor-
ing Figure is referenced in the main text body where it fitsinto
the development of a concept, just as the text points students
to dl the other supporting figures at the appropriate places in
the narrative.

Figure 6.31

Intercellular Junctions in Animal Tissues

Tight junctions prevent
| fluid from moving
across a layer of cells

Tight junctions — ..
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Plasma membranes
of adjacent cells

Tight junction

Gap junction

Ai tightjunctions, lic 1:<:mbnines of
neighboring cells are ven tigliih pressed
against each other, bound together by
specific proteins (purple). Forming contimi
ous seals around the cells, tight junctions
prev-em leakage o\ extracellular fluid acrasf
alayer d" epithelial cells.

Desmosomes (also called anchoring
junctions) function like rivets, fastening a'ls
together into Strong sheets. Intermediaie
filaments made of sturdy keratin proteins
anchor desmosomes in the cytoplasm.

GAP JUNCTIONS

Gap junctions (also called communicating
junctions) provide cytoplasmic channels from
ane cell woan adjacent eell. Gap junctions
consist of special membrane proteins that
surround a pore through which, ions, AN L
amino acids, and other small molecules may
pass. Gapjunctions are necessary for commu-
nication between cells in many types of [issues
including hear! mu.sele and aliiiii;'J embryos.




Scientific inquiry is more
prominent than ever in BIOLOGY
and its supplements

One objective for many biology instructors is for students to

learn to think as scientists. In both the lecture hall and labo-
ratory, colleagues are experimenting with diverse approaches

Figure 1.29

Does the presence of poisonous
s affect predation rates on their
mimics, king snakes?

tavid Pfennig and his colleagues made
artificial snakes to test a prediction of the mimicry hypothesis: that
| king snakes benefit from mimicking the warning coloration of coral
snakes only in regions where poisonous coral snakes are present.
The Xs on the map below are field sites where the researchers
placed equalmuntirses of artificiall king snakes (experimental grpup)
and brown artificial snakes (control group). The researchers recovered
the artificial snakes after four weeks and tabulated predation data
based on teeth and claw marks on the snakes (see Figure 1.28).

1y e il
JEETTEE | reld sites where coral snakes were present,

| predators attacked far fewer artificial king snakes than brown
artificial snakes. The warning coloration of the "king snakes"
afforded no such protection where corai snakes were absent. In |
fact, at those field sites, trie artfin,;i king snakes were more likely to
be attacked than the brown artificial snakes, perhaps because the

| bright pattern is particularly easy to spot against the background.

Key
HI % of attacks on
artificial king snakes
j§H % of attacks on

brown artificial snakes

X Field site with
artificial snakes

here coral
snake: re present,
most attacks were on
brown artificial snakes.

in areas

|[ £1ZEEEI23 field experiments support
not falsifying the that imitation of
only effective where coral snakes are present. The
experiments also tested an alternative hypothesis predators
generally avoid all snakes rings, whether or
not poisonous snakes with the
alternative hypothesis was falsified by the data that
ringed coloration where coral snakes
absent

for involving students in scientific inquiry, in which questions
about nature focus strategic investigation and of data
New textbook festures and new inquiry-based supplements
make this edition of BIOLOGY more effective than ever as a
partner to instructors who emphasize the process of science.

Modeling Inquiry by Example

Scientific inquiry has always been one of BIOLOGTS unifying
edition has traced the

questions and scientific debates to help students appreciate

not just "what we know/* but "how we know," and 'what we

do not yet know." In BIOLOGY, Seventh Edition, we have

strengthened this theme by making examples of scientific in-

quiry much more prominent throughout the book.

The increased emphasis on inquiry begins in Chapter
where we have thoroughly revised the introduction to the many
ways that scientists explore biological questions. Chapter 1
aso introduces a new feature called "Inquiry Figures," which
showcase outstanding examples of experiments and fidd
studies in a format that is consistent throughout the book.
Complementing the Inquiry Figures are the new "Research
Method Figures™ which walk students through the tech-
niques and of modern bhiology. You can aligt of the
Inquiry and Research Method Figures on pages
new festures, like the Exploring Figures, are integral to chap-
ter flow rather than as boxed asides.

New | nquiry Figures and Research Method Figures
help students learn to think like scientists.

Figure 7.4

Freeze-Fracture

st BN 4 -l membrane can be split into its two
layers, revealing the ultrastructure of the membrane's interior.

is frozen and fractured with a knife.

The fracture plane often follows the hydrophobic interior of a

membrane, splitting the phospholipid bilayer into two separated
| layers. The membrane proleins go wholly with one of the layers.

Extracellul

layer, ’{"‘e
F \'\ y

These SEMs show membrane proteins (the
| "bumps") in the two layers, demonstrating that proteins are
embedded in the phospholipid bilayer
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Learning Inquiry by Practice

Modeling scientific inquiry by example has only ephemeral
impact unless students have an opportunity to apply what
they have learned by asking their own biological questions
and conducting their own investigations. On a small scae,
BIOLOGY, Seventh Edition, encourages students to practice
thinking as scientists by responding to "Scientific Inquiry"
questions in the Chapter Review at the ends of chapters.

On a much bigger scale, new supplements build on the
textbook to provide diverse opportunities for students to
practice scientificinquiry OneexampleisBiological Inquiry: A
Workbook of Investigative Cases, by Margaret Waterman of
Southeast Missouri State University and Ethel Stanley of Beloit
College, which is available without cost to students whose in-
structors request it as a supplement to the textbook. This in-
novative new workbook offers eight case studies, coordinated
with the eight units of chaptersin BIOLOGY. In each case, a
reglistic scenario sets up a series of inquiry-based activities.
The cases work well either as class-discussion projects or as
take-home assignments for students working alone, or better,
in small groups.

Another student-centered supplement is Practicing Biol-
ogy, by jean Heitz, University of Wisconsin, Madison, which

Scientific Inquiry
When bacteria infect an animal, the number of bacteriain the body
increases in an exponentia fashion (graph A). After infection by a
virulent animal viruswith alytic reproductive cyde, thereisno |
evidence of infection for awhile. Then, the number of viruses rises
suddenly and subsequently increasesin a series of steps (graph B).
Explain the difference in the growth curves.

[l

n =y ||

Time 5 e

Explore

West Nilevirusinthecase" TheDonorsDilemma." I

What Causes | nfectionsin AIDSPatients?
Why Do AIDSRates Differ Acrossthe ?
What Are the Patter ns of Antibiotic Resi stance?

and the new
help students practice
scientific inquiry.
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is dso available without additional cost upon request of
instructors using BIOLOGY, Seventh Edition. This work-
book supports various learning styles with a variety of activ-
ities—including modeling, drawing, and concept-mapping—
that help students construct an understanding of biological
concepts.

Students will find still more opportunities for active learn-
ing a Mww.campbellbiology.com and the CD-ROM that isin-
cluded with each book. And the excellent Sudent Sudy Guide,
by Martha Taylor of Cornell University, continues to be a
proven learning tool for students.

The Campbell/Reece Interviews:
A Continuing Tradition

Scientific inquiry is a social process catalyzed by communica-
tion among people who share a curiosity about nature. One of
the many joys of authoring BIOLOGY has been the privilege to
humanize science by interviewing some of the worlds most
influential biologists. Eight new interviews that introduce the
eight units of the textbook provide students with windows to
inquisitive minds that are driving progress in biology and con-
necting science to society. The interviewees for this edition are
listed on page xxiii.

CASE ANALYSHE




Balancing Inquiry with a Conceptual
Foundation

Although this new edition of BIOLOGY showcases the process
of science more prominently than ever, there are two good
reasons to avoid overstating the power of inquiry-based con-
tent in any biology textbook.

First, those of us who advocate more inquiry in biology
courses mainly have student-centered inquiry in mind, not
textbook-centered inquiry As a mostly passive experience,
reading about inquiry in a textbook should be merely an entry-
way to a variety of active experiences that are promoted by
inquiry-based supplements, by investigative labs, and by activ-
ities that instructors create to support student-centered inquiry

Second, the most important way a textbook can support
student inquiry is by providing context with clear, accurate
explanation ol the key biological concepts, just as biologists
generally study the scientific literature as background for their
own inquiry, students will be much more successful in their
persond inquiry if it emerges from a basic understanding of
therelevant biology. Thus, BIOLOGY, Seventh Edition, isnot a
"reform textbook™ of the genre that replaces a careful unfold-
ing of conceptua content with a stream of relatively uncon-
nected research examples, requiring beginning students to
put it &l together for themselves. We believe that such an un-
balanced reaction to the call for inquiry-based reform is likely
to leave most students frustrated and ill-equipped to practice
active inquiry in their labs course projects, class discussions,
and Socratic lecture environments. InBIOLOGY, Seventh Edi-
tion, we have carefully integrated the inquiry-based content
into the development of each chapter's main ideas so that the
research examples reinforce rather than obscure the concep-
tua framework.

BIOLOGY supports a diversity of
courses and serves students
throughout their biology
education

Even by limiting our scope to a few key concepts per chapter,
BIOLOGY spans more biologica territory than most introduc-
tory courses could or should attempt to cover. But given the
great diversity of course syllabi, we have opted for a survey
broad enough and deep enough to support each instructor's
specid emphases. Students also seem to appreciate BIOLOGY'S
breadth and depth; in this era when students sell many of
their textbooks back to the bookstore, more than 75% of stu-
dents who have used BIOLOGY have kept it after their intro-
ductory course. In fact, we are delighted to receive numerous
letters and emails from upper-division students and graduate
students, including medical students, expressing their appre-

ciation for the long-term value of BIOLOGY as a genera re-
source for their continuing education.

Just aswe recognize that few courseswill cover al 55 chap-
ters of BIOLOGY, we dso redlize that thereis no one "correct”
sequence of topics for a general biology course. Though a bi-
ology textbook's table of contents must be linear, biology itself
is more like aweb of related concepts without a fixed starting
point or a prescribed path. Diverse courses can navigate this
network of concepts starting with molecules and cells; with.
evolution and the diversity of organisms, or with the big-
pictureideas of ecology We have built BIOLOGYto be versatile
enough to support various syllabi. The eight units of the book
are largely self-contained, and most of the chapters within
each unit can be assigned in a different sequence. Eor exam-
ple, instructors who integrate plant and animal physiology
can merge chapters from Unit Sx (Plant Form and Function)
and Unit Seven (Anima Form and Function). Instructorswho
begin their course with ecology and continue with this "top-
down" approach can assign Unit Eight (Ecology) right alter
Chapter 1, which introduces the unifying themes that provide
students with a panoramic view of biology no matter what the
topic order of the course syllabus.

Evolution and BIOLOGY'S other
themes connect the concepts and
integrate the whole hook

The first chapter articulates 11 themes that provide touch-
stones for students throughout the book and distinguish our
approach in BIOLOGY from an encyclopedic topical ap-
proach. In this Seventh Edition, we have added the theme of
"biologica systems' to integrate a variety of research initia
tives based on high-throughput data collection and readily
available computing power. But asin all previous editions, the
central theme is evolution, which unifies &l of biology' by ac-
counting for both the unity and diversity of life. The evolu-
tionary theme is woven into every chapter of BIOLOGY.
Evolution and the other whole-book themes work with the
chapter-level concepts to help students construct a coherent
view of life that will serve them long after they have forgotten
the details fossilized in any biology textbook.

Neil Campbell andJaneReece
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Supplements for the Student

Campbell BIOLOGY Student CD-ROM and Website
(www. campbellbiology. com)

The CD-ROM and website that accompany each book include
230 interactive Activities, 85 Videos, and 55 Investigations. In
addition, new graphing exercises (Graph It!) help students
learn how to build and interpret graphs.

The CD-ROM and website are fully integrated with the
text, reinforcing students' focus on the big ideas. The media
organization mirrors that of the textbook, with dl the Activi-
ties, Videos, and investigations for a given chapter correlated
to the key concepts in the book.
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There are three separate quizzes per chapter: a Pre-Ted, a
Chapter Quiz, and an Activities Quiz. A new electronic
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other new feature of the Seventh Edition, Cumulative Teg,
alows students to build a sdf-test with questions from more
than one chapter. Feedback is provided to students on &l
quizzes and tests in the media, which have been upgraded in
level of difficulty.

New Flashcards, Word Roots, and Key Terms linked to the
Glossary help students master terminology. Students can aso
access Art from the book with and without labels, the Glossary
with audio pronunciations, the Campbell BIOLOGY Interviews
from previous editions, an E-Book, the Biology Tutor Center,
Web Links, News, and Further Readings.
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A Workbook
of Investigative Cases (0-8053-7176-1)
Margaret Waterman, Southeast Missouri State University, and
Ethel Sanley, Beloit College
This new workbook offers eight investigative cases, one for each
unit of the textbook. In order to understand the science in each
case, studentswill pose questions, analyze data, think critically,
examine the relationship between evidence and conclusions,
construct hypotheses, investigate options, graph data, interpret
results, and communicate scientific arguments. Students will
actively engage in the experimental nature of science as they
gan new insight into how we know what we know”. For exam-
ple, in "The Donor's Dilemma" (the Unit 3 case) students ex-
plore the concepts of protein synthesis, vira genomes, and
transmission pathways while investigating the case of a blood
donor who may have been exposed to the West Nilevirus. Web
links and other online resources referred to in the investigative
cases are provided on the Campbell BIOLOGY website.

Student Study Guide (0-8053-7155-9)

Martha R, Taylor, Cornell University

This popular study guide offers an interactive approach to
learning, providing framework sections to orient students to the
overdl picture, concept maps to complete or creste for most
chapters, chapter summaries, word roots, chapter tests, and a
variety of questions, including multiple choice, short-answer
essay, art labeling, and interpreting graphs.

Practicing Biology: A Student Workbook, Second
Edition (0-8053-8184-2)

Jean Heitz, University of Wisconsin, Madison

This workbook's hands-on activities emphasize key ideas,
principles, and concepts that are basic to understanding biol-
ogy. Suitable for group work in lecture, discussion sections,
and/or lab, the workbook includes class-tested Process of Sci-
ence activities, concept map development, drawing exercises,
and modeling activities.

Campbell BIOLOGY, 7e (0-8053-7178-8)

Exclusively available with BIOLOGY, Seventh "Edition, this
new guide includes sample questions and answers from the
Kaplan test preparation guides, correlated to specific pages in
this edition of BIOLOGY.

Art Notebook (0-8053-7183-4)
This resource contains all the art from the text without labels,
with plenty of room for students to take notes.

BIOLOGY—Basic Concepts Study Card (0-8053-
7175-3)

Useful as a quick reference guide, this lold-out card summa-
rizes the basic concepts and content covered in BIOLOGY,
Seventh Edition.

Biology Tutor Center (www.aw.com/tutorcenter)

This center provides one-to-one tutoring for college students
via phone, fax, and email during evening hours and on week-
ends. Quadlified college instructors are available to answer
questions and provide instruction regarding self-quizzes and
other content found in BIOLOGY, Seventh Edition. Vidt the
website for more information.

The Benjamin Cummings Special Topics Booklets

¢ Understanding the Human Genome Project (0-8053-
6774-8)

« Stem Cells and Cloning (0-8053-4864-6)

« Biological Terrorism (0-8053-4868-9)

« The Biology of Cancer (0-8053-4867-0)

The Chemistry of Life CD-ROM, Second Edition
(0-8053-3063-1)

Robert M, Thornton, University of California, Davis

This CD-ROM helps biology students grasp the essentids of
chemistry with animations, interactive exercises, and quizzes
with feedback.

An Introduction to Chemistry for Biology Students,
Eighth Edition (0-8053-3970-1)

George |. Sackheim, University of Illinois, Chicago

This printed workbook helps students master al the basic
facts, concepts, and terminology of chemistry that they need
for their life science course.

Biomath: Problem Solving for Biology Students
(0-805306524-9)
Robert W Keck and Richard R. Patterson

A Short Guide to Writing about Biology, Fourth
Edition (0-321-07843-8)
Jan A. Pechenik, Tufts University

Spanish Glossary (0-8053-7182-6)
Laura P. Zanello
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Supplements for the Instructor

Campbell Media Manager (set of 8 CD-ROMY)
(0-8053-7153-7)

The Campbell Media Manager combines dl the instructor
and student media for Campbell/Reece BIOLOGY into one
chapter-by-chapter resource. It includes eight CD-ROMSs, one
for each unit in the text. Instructor media includes Power-
Point Lectures, PowerPoint TextEdit Art, PowerPoint Active
Lecture Questions, and the Image Library—1,600 photos, al
att from the book with and without labels, selected art layered
for step-by-step presentation, tables, 85 videos, and more
than 100 animations. Also included are Lecture Outlines in
Word format for each chapter. (These resources are dso avail-
able in the Instructor Resources section at www.campbell-
biology.com) The Campbell Media Manager also includes
printed thumbnail-sized images for easy viewing of dl the re-
sources in the Image Library and a convenient fold-out Quick
Reference Guide.

Studunt Madia

| i i s

|

l i _ : Al

Instructor's Guide to Text and Media (0-8053-7148-6)
JoanSharp, SmonFraser University

This reference tool includes a chapter-by-chapter listing of
dl the text and media resources available to instructors and
students organized by key concepts. It dso includes objec-
tives, key terms, and word roots. New to this edition are de-
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scriptions of frequent student misconceptions for each chap-
ter and suggestions for how to address these concerns. The
Instructors Guide is available in print and in Word format.

Lecture Outlines

JoanSharp,SmonFrascr University

Chapter lecture outlines are available in Word format in the
Instructor Resources section at www.campbellbiology.com.

Transparency Acetates (0-8053-7149-4)

Approximately 1,000 acetates include dl full-color illustra-
tions and tables from the text, many of which incorporate pho-
tos. In addition, selected figures illustrating key concepts are
broken down into layers for step-by-step lecture presentation.

Printed Test Bank (0-8053-7154-0)

Computerized Test Bank (0-8053-7153-2)
EditedbyWilliamBar stow, Universityof Georgia

Thoroughly revised and updated, the Seventh Edition test
bank dso includes optional questions from the book's Sdf-
Quizzes and questions related to the media
to encourage students to use these re-
sources. Avallable in print, on a cross-plat-
foom CD-ROM, and in the instructor
section of CourseCompass™, Blackboard,
and WebCT.

Power Point Lectures
‘ ChrisC. Romero, FrontRangeCommunity
College, Larimer Campus
PowerPoint Lectures are provided for each
chapter and include the art, photos, tables,
and an editable lecture outline. The Pow-
erPoint Lectures can be used as is or cus-
tomized for your course with your own
| images and text and/or additional photos,
videos, and animations from the Campbell
Media Maneger-
Power Point TextEdit Art
| All the art, photos, and tables are pro-
vided in PowerPoint on the Campbell
Media Manager Selected figures are lay-
ered for step-by-step presentation. The
PowerPoint TextEdit Art can be used as is
or labels can be edited in PowerPoint.

MNEW! Biological Inquiry: A Workbook of
Investigative Cases, Instructor Version
(0-8053-7177-X)

The Instructor Version provides specific and detailed sugges
tions on bow to use each case study effectively, outlining links
to specific content in BIOLOGY, Seventh Edition, and other




supplements, providing direction on how to facilitate problem-
based learning, and listing suggested answers and opportuni-
ii.es for extended investigations.

{Practicing Biology, Instructor's Edition, Second
Edition (0-8053-8184-2)

online at:
http://suppscen.tral. aw. com.

Course Management Systems

The content from the Campbell BIOLOGY website is dso
avallable in these popular course management systems:
CourseCompass, Blackboard, and WebCT. For more informa
tion, visit http://cms.aw.com.

Classroom Response Systems
Invigorate lectures with Active Lecture Questions, These
multiple-choice questions are adapted from various sources,
including the questions, Sudent Study Guide,
for Biology by Robert
W Keck and Richard R.
in PowerPoint format via Supplements Central
supps__centr al.aw.com) or preloaded on H-1ITT and PRS.
Sources and answers are located in the PowerPoint Notes
field. Selected questions in each chapter include additional Dis-
cusson Points added as suggestions for the instructor.

Supplements for the Lab

Investigating Biology, Fifth Edition (0-8053-7196-6)
Judith Giles Morgan, University, and M. Eloise Brown
Emory University

With its distinctive investigative approach to learning, this

laboratory manual encourages students to practice science.
make predictions,

conduct open-ended experiments, collect data, and then ap-

ply the results to new problems.

Investigating Biology, Annotated Instructor's Edition,
Fifth Edition (0-8053-7180-X)

Teaching information, added Student Edition
text, includes margin notes with hints on lab procedures, ad-
ditional art, and answers and end-of-chapter ques-
tions from the Student Edition. Also featured is a detailed
Teaching Plan at the end of each lab with specific suggestions
for organizing labs, including estimated time allotments and
suggestions for encouraging independent thinking and col-
laborative discussion.

Preparation Guide for Investigating Biology, Fifth
Edition (0-8053-7181-8)

Guides lab coordinators in ordering materials as well as in
planning, setting up, and running labs.

NEW\ Designs for Bio-Explorations (0-8053-7229-6)
Janet Lanza, University oj Arkansas at Little Rock

Eight inquiry-based laboratory exercises offer students cre-
aive control over the projects they undertake. Students are
provided background information that enables them to design
and conduct their own experiments.

MEW! Designs for Bio-Explorations, Instructor's
Version (0-8053-7228-8)

The instructor's version is available online at:
http://suppscentrai.aw. com.

Symbiosis Book Building Kit—Customized Lab
Manuals (0-201-72142-2)

Build a lab manual, choosing the labs want,
importing artwork from our graphics library, and even adding
your own material, and get a macle-to-order black and
white lab manual. Visit http://\wAv.pearsoncuStam.camJdatabase/
symbiosis.html for moreinformation.

Biology Labs On-Line (WTvw.biologylabsonline.com)
Twdve on-line labs enable students to expand their scientific
horizons beyond the traditional wet lab setting and perform
potentialy dangerous, lengthy, or expensive experiments in
an electronic environment. Each can be repeated
as often as necessary, employing a different set of variables
each time. The labs are available for purchase individually or
in a 12-pack the printed Student Lab Manual.

Student Lab Manual for Biology Labs On-Line
(0-8053-7017-X)

Instructor's Lab Manual for Biology Labs On-Line
(0-8053-7018-8)
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New to the Seventh Edition

The following list providesjust a few highlights of what's nev
inBIOLOGY, Seventh Edition.

CHAPTER 1 ExploringLife
s Chapter 1 now includes a discussion of systems biology as one of
the book's themes.
* The section on scientific inquiry is more robust and features a
of research on mimicry in snake

UNIT ONE The Chemistry of Life

« At the suggestion of many instructors, the the basic
principles of energy metabolism, 6,
been moved to Two. In this edition, basic in-
troduction to ATP in Chapter 4 to enzymes in Chapter 5.

UNIT TWO The Cell
« The chapter 'An Introduction to Metabolism" is now Chapter 8
it directly precedes the chapters on cellular res-
piration and photosynthesis. In addition to an improved presen-
tation of the 8 expands upon the
ATP and enzymes given in One.

UNIT THREE Genetics

e Chapter 19 been updated throughout, including expanded

coverage of histone modifications, DNA methylation,

netic inheritance; a new discussion of regulation of gene expres-

sion siRNAs; an updated discussion of the

of DNA sequences in human genome; and a new on

genome evolution.

In Chapter 20, new material ranges from a discussion of the cur-

rent estimate of the number of human genes, to a more global

view of gene interactions within a given genome, to comparisons
of different species, al of the current thrust to

understand the biology of whole systems.

Chapter 21 provides an expanded section on the evolution of de-

velopment including a new comparison of the

genes involved in animal and plant development.

UNIT FOUR Mechanisms of Evolution
s Changes to am to combat misconceptions about evolu-
tionary processes, as well as to eliminate of circular reason-
ing that are a target of anti-evolution arguments.
examples highlight vibrant research in evolutionary biology,
the continued impact of molecular systematics on phy-
logenetic studies the use of populations to model evo-
lutionary processes.
Chapter 25 been revised to focus on
in exploring phylogeny. Expanded coverage
evolution includes a new discussion of neutral theory.

inquiry process
genome

xXii

UNIT AVE The Evolutionary History of
Biological Diversity

+ Chapter 26, now titled "The Tree of Life: An Introduction to Bio-
diversity,” is newly iocused on placing life's diversity in the con-
text of Earths history, with emphasis on the major branchings in
the tree of life.

Updates in Chapter 27 (now titled "Prokaryotes') reflect new data
regarding prokaryote classification and the growing evidence for
cooperative relationships among prokaryotes.

Chapters 28 (now titled "Protists"), 29, 30, and 31 include more
information on the natural history, ecologica roles, and human
impact of various groups of protisis. plants, and fungi. Updates
include the implications of recent phylogenetic findings on
classification, such as the recognition of a new funga phylum
(Glomeromycota).

Chapters 32, 33, and 34 present a cohesive view of animal diver-
sity, including an overview of hypotheses regarding animal phy-
logeny an expanded survey of invertebrate phyla, added detail on
natural history, updating of vertebrate classification, and recent
findings relating to human origins.

UNIT six Plant Form and Function

« New examples highlight the role of biotechnology in agriculture,
such as the development ol genericaliy engineered "smart plants*
that signal phosphorus deficiencies and the potential application
of "terminator technology" to the problem of transgene escape
from GM crops.

«» New content in Chapter 39 focuses on the potential application
of systems hiology to the study of plant hormone interactions.

UNIT SEVEN Animal Form and Function

s New research examples highlight the physiology of diverse ani-
mals and relate physiological adaptations to the animals' ecologi-
ca context.

« Content on thermoregulation has been moved from Chapter 44
(now titled "Osmoregulation and Excretion") to Chapter 40 ("Ba
sic Principles of Animal Form and Function™), where it serves as
an extended example of various animals' ability to maintain
homeostasis.

«» New sections on the vertebrate brain and on neurological disor-
ders highlight recent discoveries as well as the tantalizing oppor-
tunities in these dynamic areas of research.

UNIT EIGHT Ecology

* A new Chapter 51 ("Behaviora Ecology") brings the subject into
the 21 century, with expanded coverage of game theory, mate
choice, and animal cognition.

«» New examples throughout the unit highlight current research
and applications, including facilitation and community structure,
the FACTS1 study of CO, impact on forests, and novel ap-
proaches in restoration ecology.
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Exploring Life

Key Concepts

1.1 Biologists explore life from the microscopic to
the global scae

1.2 Biological systems are much more than the
sum of their parts

1.3 Biologists explore life across its great diversity
of species

1.4 Evolution accounts for life's unity and
diversity

1.5 Biologists use various forms of inquiry to
explore life

1.6 A set of themes connects the concepts of
biology

Biology's Most Exciting Era

elcome to biology, the scientific study of life. Yau

ae becoming involved with biology during its

mogt exciting era. The largest and best-equipped
community of scientists in history is beginning to solve biolog-
ica puzzles that once seemed unsolvable. We are moving ever
closer to understanding how a single microscopic cdll develops
into acomplex plant or animal; how plants convert solar energy
to the chemica energy of food; how the human mind works;
how various forms of life network in biologicad communities
such as forests and coral reefs;, and how the greet diversity of life
on Earth evolved from the first microbes. The more we learn
about life, the more fascinating it becomes, as progress on one
question leads to even more questions that will captivate curi-
ous minds for decades to come. More than anything else, biol-
ogy is a quest, an ongoing inquiry about the nature of life.

)

« Figure 1.1 Biology is the science that focuses on life.

Modern biology is as important as it is inspiring- Research
breakthroughs in genetics and cell biology are transforming
medicine and agriculture. Molecular biology is providing new
tools lor fields as diverse as anthropology and crimina sci-
ence. Neuroscience and evolutionary biology are reshaping
psychology and sociology New models in ecology are helping
societies evaluate environmental issues, such as the causes
and biological consequences of global warming- These are just
a few examples of how biology weaves into the fabric of our
culture more lhan ever before. There has never been a belter
time to explore life.

The phenomenon we cdl life defies a simple, one-sentence
definition. Ye almost any child perceives that a dog or a bug
or aplant, such as the lern “fiddlehead" that graces the cover
of thisbook (Figure 1.1), is dive, while arock is not. We rec-
ognize life by what living things do. Figure 12 highlights
some of the properties and processes we associate with life.

As we st df to explore life, it helps to have a panoramic
view of the vat fidd of study before us. This opening chapter
introduces the wide scope of biology highlights the diversity
of life, describes themes, such as evolution, that unify al of bi-
ology, and examines methods of inquiry that biologists use to
explore lite.

Biologists explore life from the
microscopic to the global scale

The study oi liie extends from the microscopic scale of the
molecules and cedlls that make up organisms to the globa scae
of the entire living planet. We can divide this enormous range
into different levels ot biologica organization.




a) Order.

st

to their environments.

(d) Regulation. The regulation of
blood flow through the blood
vessels of this jackrabbit's ears
helps maintain a constant body
temperature by adjusting heat
exchange with the surrounding air.

(f) Growth and development.
Inherited information carried by
genes controls the pattern of
growth and development of
organisms, such as this Nile
crocodile.

A Figure 1.2 Some properties of life.

A Hierarchy of Biological Organization

Imagine zooming in irom space to take a closer and closer look
at life on Earth. Our destination is aforest in Ontario, Canada,
where we will eventually use microscopes and other instru-

(b) Evolutionary adaptation. The appearance of this
pygmy seahorse camouflages the animal in its
environment. Such adaptations evolve over many
generations by the reproductive success of those
individuals with heritable traits that are best suited

(e) Energy processing. This hummingbird obtains fuel in
the form of nectar from flowers. The hummingbird will
use the chemical energy stored in its food to power
flight and other work.

(c) Response to the environment. This
Venus' flytrap closed its trap rapidly in
response to the environmental
stimulus of a dragonfly landing on
the open trap.

(g9) Reproduction. Organisms (living
things) reproduce their own kind-
Here an emperor penguin protects
its baby.

ments to explore a maple led right down to the molecular
level. Figure 1.3 (on the next two pages) narrates thisjourney
into life, with the circled numbers|eading you through the lev-
dsof biological organization illustrated by the photographs.
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3 Levels of Biological Organization

0 The biosphere. As soon as we are near enough to Earth to make out its continents
and oceans, we begin to see signs of life — in the green mosaic of the planet's
forests, for example. This is our first view of the biosphere, which consists of all the
environments on Earth that are inhabited by life. The biosphere includes most

regions of land; most bodies of water, such as oceans, lakes, and rivers; and the
atmosphere to an altitude of several kilometers.

© Ecosystems. As we approach Earth's surface for an imaginary
landing in Ontario, we can begin to make out a forest with an
abundance of deciduous trees (trees that lose their leaves in the
autumn and grow new ones in the spring). Such a deciduous forest
is an example of an ecosystem. Grasslands, deserts, and the ocean's
coral reefs are other types of ecosystems. An ecosystem consists of
¥« all the living things in a particular area, along with all the
« nonliving components of the environment with which life
™ill, interacts, such as soil, water, atmospheric gases, and
light. All of Earth's ecosystems combined make up
the biosphere.

E) communities. The entire array of
organisms inhabiting a particular
ecosystem is called a biological
community. The community in our
forest ecosystem includes many
kinds of trees and other plants, a
diversity of animals, various
mushrooms and other fungi, and
enormous numbers of diverse
microorganisms, which are living
forms such as bacteria that are too
small to see without a microscope.
Each of these forms of life is called
a species.

Q Populations.
A population
consists of all
the individuals
of a species
living within
the bounds of a
specified area.
For example, our Ontario forest includes a
population of sugar maple trees and a population
of American black bears. We can now refine our
definition of a community as the set of populations
that inhabit a particular area.

0 Organisms. Individual living things are
called organisms. Each of the maple
trees and other plants in the forest is
an organism, and so is each forest
animal such as a frog, squirrel, bear,
and insect. The soil teems with
microorganisms such as bacteria.
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© Cells. The cell is life's fundamental unit of structure and
function. Some organisms, such as amoebas and most bacteria,
are single cells. Other organisms, including plants and animals,
are multicellular. Instead of a single cell performing all the
functions of life, a multicellular organism has a division of labor

0 Organelles. Chloroplasts are examples of
organelles, the various functional components
that make up cells. In this figure, a very powerful
tool called an electron microscope brings a single
chloroplast into sharp focus.

among specialized cells. A human body consists of trillions of
microscopic cells of many different kinds, including muscle cells
and nerve cells, which are organized into the various specialized
tissues. For example, muscle tissue

consists of bundles of muscle cells. Cell

And note again the cells of the tissue
within a leaf's interior. Each of the
cells you see is only about 25 jim
(micrometers) across. It would take
more than 700 of these cells to reach
across a penny. As small as these cells
are, you can see that each contains
numerous green structures called
chloroplasts, which are responsible for
photosynthesis.

) Tissues. Our next scale change to see a leaf's
tissues requires a microscope. The leaf on the
left has been cut on an angle. The honey-
combed tissue in the interior of the leaf
(upper half of photo) is the main location of
photosynthesis, the process that converts
light energy to the chemical energy of sugar
and other food. We are viewing the sliced
leaf from a perspective that also enables us to
see the jigsaw puzzle-like tissue called
epidermis, the "skin" on the surface of the
leaf (lower half of photo). The pores through
the epidermis allow the gas carbon dioxide, a
raw material for sugar production, to reach
the photosynthetic tissue in the interior of the
leaf. At this scale, we can also see that each
tissue has a cellular structure. In fact, each
kind of tissue is a group of similar cells.

0 Organs and organ systems. The structural
hierarchy of life continues to unfold as we
explore the architecture of the more complex
organisms. A maple leaf is an example of an
organ, a body part consisting of two or more
3 tissues (which well see upon our next scale
] change). Stems and roots are the other major
organs of plants. Examples of human organs
are the brain, heart, and kidney. The organs
of humans and other complex animals are
organized into organ systems, each a team
of organs that cooperate in a specific
function. For example, the human digestive
system includes such organs as the tongue,
stomach, and intestines.

) Molecules.

Our last scale

change vaults

us into a chloroplast for a view of life
at the molecular level. A molecule is
a chemical structure consisting of
two or more small chemical units
called atoms, which are represented
as balls in this computer graphic of a
chlorophyll molecule. Chlorophyll is
the pigment molecule that makes a
maple leaf green. One of the most
important molecules on Earth,
chlorophyll absorbs sunlight during
the first step of photosynthesis.
Within each chloroplast, millions of
chlorophylls and other molecules are
organized into the equipment that
converts light energy to the chemical
energy of food.
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In Figure 1.3, we traced the greenness that we first saw in

of [he biosphere al the way down to

the molecular level of chlorophyll. As a follow-up to this

overview of lifes structural hierarchy, well take a closer look

at just two biologica levels near opposite ends of the size
scale: ecosystems and cells.

A Closer Look at Ecosystems

Life does exist in a vacuum. Each organism interacts
continuously with its environment, which includes other
organisms as well as nonliving factors. The roots of a tree,
for example, absorb water and minerals from the soil. The
leaves take in carbon dioxide from the air. Solar energy
absorbed by chlorophyll drives photosynthesis, which
converts dioxide to sugar and oxygen.
The tree releases oxygen to roots help form
soil by breaking up rocks. and environ-
ment are aflected by the interactions between them.

tree aso with other life, including soil microor-
ganisms associated with its roots and animals that eat its
leaves and fruit.

Ecosystem Dynamics

The dynamics of any ecosystem include two major processes.
One process is the cycling of nutrients. For example, minerals
acquired by plants will eventually be returned to the soil by
microorganisms that decompose ledf litter, dead roots, and
other organic debris. The second mgor process in an ecosys
tem is the flow of energy from sunlight to producers to
consumers. Producers are plants and other photosynthetic
organisms that convert light energy to chemical energy. Con-
sumers are organisms, such as animals, that fesd on producers
and other consumers.

Energy Conversion

Moving, growing, reproducing, and other activities of life re-
quire organisms to perform work. And work depends on a
source of energy. The exchange of energy between an organ-
ism and its surroundings often involves the transformation of
one form of energy to another. For example, when a lesf pro-
duces sugar, it converts solar energy to chemica energy in
sugar molecules. When an animals muscle cells use sugar as
fuel to power movements, they convert chemica energy to
kinetic energy, the energy of motion. And in dl these energy
conversions, some of the available energy is converted to
thermal energy, which working organisms dissipate to their
surroundings as heat. In contrast to chemica nutrients,
which recycle within an ecosystem, energy flows through an
ecosystem, usually entering as light and exiting as heat
(Figure 1.4).
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Heat

A Figure 14 Basic scheme for energy flow through an
ecosystem.

A Closer Look at Cells

Tn lifés structural hierarchy, the cell has a specia place as the
lowest level of organization that can perform all activities re-
quired for life. For example, the ability of

form new cells is the basis for dl reproduction and for the
growth and repair of multicellular organisms (Figure 1.5).
Your every movement and thought are based on the activities
of muscle cells and nerve cells. Even a globa process such
the recycling of carbon, a chemica element essential to life,
the cumulative product ot cellular activities, including the

photosynthesis occurs in the chloroplasts of legf cells.
Understanding how cells work is a mgjor research iocus ol
modern biology

25 m’

A Fi?ure 15 A lung cell from a newt divides into two
smaller cells that will grow and divide again.




Sperm cell

Fertilized egg
with DNA from

both parents

Egg cell

Figure 1.6 Inherited DNA directs development of an organism.

TheCell'sHeritablel nfor mation

Take another look at the dividing cdl in Figure 1-5. Within
the cdlls you can see structures called chromosomes, which
are stained with a blue-glowing dye. The chromosomes are
partly made of a substance called deoxyribonucleic acid, or
DNA for short- DNA is the substance of genes, the units of in-
heritance that transmit information from parents to offspring.
Your blood group (A, B. AB, or O), for example, is the result
of certain genes that you inherited from your parents.

Each chromosome has one very long DNA molecule, with
hundreds or thousands of genes arranged along its length.
The DNA of chromosomes replicates as a cell prepares to di-
vide; thus, each of the two cellular offspring inherits a com-
plete st of genes.

Each of us began life as a single cell stocked with DNA in-
herited from our parents. Replication of that DNA transmitted
those genes to our trillions of cels. In each cell, the genes
aong the length of DNA molecules encode the information
for building the cells other molecules. In this way, DNA di-
rects the development and maintenance of the entire organism
(Figure 1.6)

The molecular structure of DNA accounts for its informa-
tion-rich nature. Each DNA molecule is made up of two long
chains arranged into what is caled a double helix. Each link
of a chain is one of four kinds o\ chemica building blocks
caled nucleotides (Figure 1.7). The way DNA encodes a cells
information is analogous to the way we arrange the letters
of the alphabet into precise sequences with specific meanings.
The word rat, for example, conjures up an image of a rodent;
the words tar and art, which contain the same letters, mean
very different things. Libraries are filled with books con-
taining information encoded in varying sequences of only
26 letters. We can think of nucleotides as the aphabet of

Embyro's cells with
copies of inherited DNA

Offspring with traits
inherited from
both parents

= DMNA

(a) DNA double helix. This
model shows each atom
in a segment of DNA. Made
up of two long chains of
building blocks called
nudeotide5, a DNA molecule
takes the three-dimensional
form of a double helix.

(b) Single strand of DNA. These
geometric shapes and letters are
simple symbols for the nucleo-
tides in a small section of one
chain of a DNA molecule. Genetic
information is encoded in specific
sequences of the four types of
nucleotides (their names are
abbreviated here as A, T, C, and G).

Figure 1.7 DNA: The genetic material.
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inheritance. Specific sequential arrangements of these four
chemical letters encode the precise information in genes,
which are typicaly hundreds or thousands of nucleotides
long. One gene in a bacterial cell may be trandated as 'Build
apurple pigment.” A particular human gene may mean "Make
ihe hormone insulin."

More generally, most genes program the cells production of
large molecules caled proteins. The sequence of nucleotides
along eech gene codes for a specific protein with a unique
shape and function in the cell. One protein might be part of
the contractile apparatus of muscle cells. Another protein
might be an antibody, part of the body's defense system
againgt viruses and other disease agents. Still another protein
might be an enzyme, a protein that catalyzes (speeds up) a
specific chemica reaction in a cell. Almost dl cellular activi-
tiesinvolve the action of one or more proteins. DNA provides
the heritable blueprints, but proteins are the tools that actu-
dly build and maintain the cell.

All forms of life employ essentialy the same genetic code.
A particular sequence of nucleotides says the same thing to
one organism as it does to another. Differences between
organisms reflect differences between their nucleotide se-
quences. But because the genetic code is universal, it is possi-
ble to engineer cells to produce proteins normally found only
in some other organism. One of the first pharmaceutical prod-
ucts obtained using this technology was human insulin, pro-
duced by bacteria into which a gene for this human protein
was inserted.

The entire "library" of genetic instructions that an organ-
ism inherits is caled its genome. The chromosomes of each
human cell pack a genome that is about 3 billion nucleotides
long. Il the one-letter symbols for this sequence of nu-
cleotides were written in letters the size of those you are now
reading, the genetic text would fill about 600 books the size
of this one. Within this genomic library ol nucleotide se-
quences are genes coding for the production of more than
75,000 different kinds of proteins, each with a specific func-
tion.

Two Main Forms of Cells

All cells share certain characteristics. For example, even' cell
is enclosed by a membrane that regulates the passage of mate-
rials between the cdl and its surroundings. And every cell
uses DNA as its genetic information.

We can distinguish two main forms of cells: prokaryotic
cells and eukaryotic cells. The cells of two groups of microor-
ganisms called bacteria and archaea are prokaryotic. All other
forms of life, including plants and animals, are composed of
eukaryatic cells.

A eukaryotic cell is subdivided by internal membranes
into various membrane-enclosed organelles, including the
chloroplasts of Figure 1.3. In most eukaryotic cells, the largest
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A Figure 1.8 Contrasting eukaryotic and prokaryotic cells
in size and complexity.

organelle is the nucleus, which contains the cell's DNA (as
chromosomal molecules). The other organelles are located in
the cytoplasm, the entire region between the nucleus and
outer membrane of the cell.

Prokaryotic cells ae much simpler and generaly smaller
than eukaryotic cells (Figure 1.8). In a prokaryotic cell, the
DNA is not separated from the rest of the cell by enclosure in
a membrane-bounded nucleus. Prokaryotic cells aso lack the
other kinds of membrane-enclosed organelles that character-
ize eukaryotic cells.

The prokaryote-eukaryote difference is an example of the
biological diversity we will explore in Concept 1.3. But firgt,
let's take one more look a the hierarchy of biologica order,
thistimein the context of a research movement called systems
biology

Concept Check

1. For each biologica level in Fguiv 13. wrile asen-
tence that includes the next "lower" level. Example:
"A community consists of populations of the various
species inhabiting a specific area”

2. What are the relationships between these three
genetic terms: DNA, genes, and chromosomes?

3. Explain why, at the cellular level, plants have more
in common with animals than they do with bacteria

For suggested answers, see Appendix A.




Biological systems are much more
than the sum of their parts

"The whole is greater than the sum of its parts. That familiar
adage captures the important concept that a combination of
components can form a more complex organization caled a
system. Examples of biological systems are cells, organisms,
and ecosystems. To understand how such systems work, it is
not enough to have a "parts list," even a complete one. The
future of biology is in understanding the behavior of whole.
integrated systems.

The Emergent Properties of Systems

Take another look &t the levels of life in Figure 1.3. With each
step upward in this hierarchy of biological order, novel prop-
erties emerge that are not present at the level just below. These
emergent properties are due to the arrangement and interac-
tions of parts as complexity increases. For example; a test-tube
mixture of chlorophyll and dl the other molecules found in a
chloroplast cannot perform photosynthesis. The process of
photosynthesis emerges from the very specific way in which
the chlorophyll and other molecules are arranged in an intact
chloroplast. To take another example, if a serious head injury
disrupts the intricate architecture of a human brain, the mind
may cease to function properly even though al of the brain
parts are dill present. Our thoughts and memories are emer-
gent properties of acomplex network of nerve cells. At an even
higher level of biological organization—at the ecosystem
level—the recycling of nutrients such as carbon depends on a
network of diverse organisms interacting with each other and
with the soil and ar.

« Figure 1.9
Modern biology as
an information
science. Automatic
DNA-sequencing
machines and
abundant computing
power accelerated the
Human Genome
Project. This facility in
Cambridge, United
Kingdom, was one of
many labs that
collaborated in the
international project.

Emergent properties are neither supernatural nor unique to
life. We can see the importance of arrangement in the distinc-
tion between abox of bicycle parts and aworking bicycle. And
while graphite and diamonds are both pure carbon, they have
very different properties based on how their carbon atoms are
arranged. But compared to such nonliving examples, the emer-
gent properties of life are particularly chalenging to study be-
cause of the unrivaled complexity of biologica systems.

The Power and Limitations of Reductionism

Because the properties of life emerge from complex organiza-
tion, scientists seeking to understand biological systems con-
front a dilemma. On the one hand, we cannot fully explain a
higher level of order by breaking it down into its parts. A dis-
sected animal no longer functions; a cell reduced to its chem-
ica ingredients is no longer a cell. Disrupting aliving system
interferes with the meaningful understanding of its processes.
On the other hand, something as complex as an organism or
a cdl cannot be analyzed without taking it apart.

Reductionism—reducing complex systems to simpler
components that are more manageable to study—is a power-
fu strategy in biology. For example, by studying the molecu-
lar structure of DNA that had been extracted from cells, James
Watson and Francis Crick inferred, in 1953, how this mole-
cule could serve as the chemical basis of inheritance.

In 2001, amost hdf a century after the famous work of
Watson and Crick, an international team of scientists pub-
lished a "rough draft" of the sequence of 3 hillion chemica
letters in a human genome (Figure 1.9). (Researchers have
aso sequenced the genomes of many other species.) The
press and world leaders acclaimed the Human Genome Pro-
ject as one of the greatest scientific achievements ever. But
unlike past cultural zeniths, such as the moonwalk of Apollo
astronauts, the sequencing of the human genome is more a
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commencement than a climax. As the quest continues, scien-
tists are learning the functions of thousands of genes and
their protein products. And research is now moving on to
how the activities of these myriad molecules are coordinated
in the development and maintenance of cells and whole or-
ganisms. At the cutting edge of this research is the approach
called systems biology.

Systems Biology

Biology is turning in an exciting new direction as many re-
searchers begin to complement reductionism with nean-
strategies for understanding the emergent properties of life—
how dl the parts of biological systems such as cells are func-
tionally integrated- This changing perspective is analogous to
moving from ground level on a certain street corner to an
aerial view above a city, where you can now see how variables
such as time of day, construction projects, accidents, and
traffic signal malfunctions &fect traffic dynamics throughout
the city

The ultimate goal of systems biology is to model the dy-
namic behavior of whole biological systems. Accurate mod-
s will enable biologists to predict how a change in one or
more variables will impact other components and the whole
system. How, for example, will a slight increase in a muscle
cel's calcium concentration affect the activities of the dozens
of proteins that regulate muscle contraction? How will a
drug that lowers blood pressure aftect the function of organs
throughout the human body and possibly cause harmful
side effects? How will increasing the water supply to a crop
impact key processes in the plants, such as the use of certain

> Figure 1.10 A systems
map of interactions
between proteins in a cell.
This diagram maps about 3,500
proteins (dots) and their network
of interactions (lines connecting
the proteins) in a fruit fiy cell.
Systems biologists develop such
models from huge databases of
information about molecules
and their interactions in the cell.
A major goal of this systems
approach is to use such models
to predict how one change, such
as an increase in the activity of a
particular protein, can ripple
through the cell's molecular
circuitry to cause other changes.
One of the applications will be a
more accurate prediction of the
side effects of various drugs.
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soil minerals and the storage of proteins essentia for human
nutrition? How will a gradual increase in atmospheric car-
bon dioxide ater ecosystems and the entire biosphere? The
am of systems hiology is to make progress answering such
big questions.

Systems hiology is relevant to the study of life at dl levels.
Scientists investigating ecosystems pioneered the systems ap-
proach in the 1960s with elaborate models diagramming
network of interactions between species and nonliving com-
ponents in sdt marshes and ecosystems. Even ealier,
biologists studying
and other organisms were integrating data on how multiple
organs coordinate processes such as the regulation of sugar
concentration in the blood. Such and
organisms have aready been useful for predicting the re-
sponses of these systems to changing variables.

Systems biology is now taking hold in the study of life at
the cellular and molecular levels, driven by the deluge
of data from the sequencing of genomes and cat-
aog of known protein functions. In 2003, for example, alarge
research team published a network of protein interactions
within the cdl of a fruit fly, a popular research organism. The
model is based on an extensive database of thousands of
known proteins and their known interactions

For example, protein A may bind alter the activ-
ities of proteins B, C, and D, which then go on to interact with
ill other proteins. Figure 1.10 maps these protein partner-
ships to their cellular locales.

The basics of the systems strategy are straightforward
enough. Firgt, it is necessary to inventory as many parts
possible, such as genes and proteins in a cdl

Outer membrane”
and cell surface




(reductionism). Then it is necessary to investigate how each
part behaves in relation to others in the working system—all
the protein-protein interactions, in the case of our fly cell
example. Findly, with the help of computers and innovative
software, it is possible to pool dl the data from many re-
search teams into the kind ol system network modeled in
Figure 1.10.

Though the basic idea of systems biology is smple, the
practice is not, asyou would expect from the complexity of bi-
ologica systems. It has taken three key research developments
to bring systems biology within reach:

>* High-throughput technology. Systems biology depends
on methods that can analyze biologica materials very
rapidly and produce enormous volumes of data. Such
mega-data-collection methods are said to be "high-
throughput." The automatic DNA-sequencing machines
that made the Human Genome Project possible are exam-
ples of high-throughput devices (see Figure ] .9).
I- Bioinformatics. The huge databases that result from high-
throughput methods would be chaotic without the com-
puting power, software, and mathematical models to
process and integrate al this biologica information. The
new fidd of bioinformatics is extracting useful biological
information from the enormous, ever-expanding data sets,
such as DNA sequences and lists of protein interactions.
The Internet is nurturing systems biology through dissem-
ination of the digital data that feed bioinformatics.
Interdisciplinary research teams. In 2003, Harvard Med-
ical School formed a department of systems biology, its first
new department in two decades. Nearby MIT is busy or-
ganizing over 80 faculty members from many departments
Lnio anew program for computational and systems biology
These and other systems biology start-ups are melting pots
of diverse specialists, including engineers, medica scien-
tists, chemists, physicists, mathematicians, computer sci-
entists, and, of course, biologists from avariety of fields.

>

A number of prominent scientists are promoting systems
biology with missionary zeal, but so far, the excitement ex-
ceeds the achievements. However, as systems biology gathers
momentum, ii is certain to have a growing impact on the
questions biologists ask and the research they design. After all,
scientists aspired to reach beyond reductionism to grasp how
whole biological systems work long before new technology
made modern systems biology possible. In fact, decades ago,
biologists had aready identified some of the key mechanisms
that regulate the behavior of complex systems such as cells,
organisms, and ecosystems.

Feedback Regulation in Biologica Systems

A kind of supply-and-demand economy applies to some of
the dynamics of biological systems. For example, when your

muscle cells require more energy during exercise, they
increase their consumption of the sugar molecules that pro-
vide fud. In contrast, when you rest, a different set of chemi-
ca reactions converts surplus sugar to substances that store
the fud. s

Like most of the cell's chemica processes, those that de-
compose or store sugar are accelerated, or catalyzed, by the
specidized proteins caled enzymes. Each type of enzyme cat-
alyzes a specific chemical reaction. In many cases, these reac-
tions are into chemica pathways, each step its
own enzyme. How does the cell coordinate its various chemi-
cal pathways? In our specific example of sugar management,
how does the cell match fud supply to demand by regulating
its opposing pathways of sugar consumption and storage? The
key is the ability of many biological processes to self-regulate
by a mechanism called feedback.

In leedback regulation, output, or product, of a process
regulates that very process. In life, the common form of
regulation is negative feedback, in which accumulation of an
end product of a process dows that process (Figure 1.11). For
example, the cdl's breakdown generates chemical
energy in the form of a substance called ATP. An excess accu-
mulation of ATP "feeds back" and inhibits an enzyme near the
beginning of the pathway.

Though less common than negative feedback, there are aso
many biological processes regulated by positive feedback, in
which anend product speech up its production. The clotting of
your blood in response to injury is an example. "When a blood
vessl is damaged, structures in the blood called platelets be-
gin to aggregeate at the site. Positive feedback occurs as chem-
icals released the platelets attract more platelets. The
platelet pile then initiates a complex process that sedls the
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A Figure 1.11 Negative feedback. This three-step chemical
pathway converts substance A to substance D. A specific enzyme
catalyzes each chemical reaction. Accumulation of the final product
(D) inhibits the first enzyme in the sequence, thus slowing down
production of more D.
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A Figure 1.12 Positive feedback. In positive feedback, a product
stimulates an enzyme in the reaction sequence, increasing the rate of
production of the product. Positive feedback is less common than
negative feedback in living systems.

wound with a clot. Figure 1.12 shows a simple model of posi-
tive feedback.

Feedback is a regulatory motif common to life at al levels,
from the molecular level to the biosphere. Such regulation is
an example of the Integration that makes living systems much
greater than the sum ol their parts.

Concept Check :

1. Apply the principle of emergent properties to ex-
plain the relationship of a sentence to the alphabet
of letters from which that sentence is constructed.
How does high-throughput technology complement
bioinformatics?

When you flush atoilet, water begins to fill the tank
and lift a float attached to alever. When the water
level reaches a certain height, the lever shuts the
water valve and prevents the tank from overflowing.
What type of regulatory mechanism is at work in
this nonliving system?

For suggested answers, seeAppendixA.
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Biologists explore life across
its geat diversity of species

We can think of biology's enormous scope as having two di-
mensions. The "vertica" dimension, which we examined in
this chapter's first two concepts, is the size scae that reaches
al the way from molecules to the biosphere. But biology's
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A Figure 1.13 Drawers of diversity. This is just a small sample
of the tens of thousands of species in the moth and butterfly collection
at the National Museum of Natural History in Washington, D.C.

scope dso has a "horizontal" dimension stretching across the
greet diversity of species, now and over lifés long history.
Diversty is a halmark of life. Biologigts have <o far identified
and named about 1.8 million species. This enormous diversity of
life includes agpproximately 5,200 known species of prokaryotes,
100,000 fungi, 290,000 plants, 52,000 vertebrates (animals with
backbones), and 1,000,000 insects (more than hdf of dl known
forms of life). Researchers identify thousands of additional species
eech year. Estimates of the total species count range from about
10 million to over 200 million. Whatever the actua number, the
vast variety of life makes biology's scope very wide (Figure 1.13).

Grouping Species: The Basic Idea

There seems to be a human tendency to group diverse items ac-
cording to smilarities. For instance, perhaps you organize your
music collection according to artist. And then maybe you group
the various artists into broader categories, such as dance music,
party music, exercise music, and study-time music. In the same
way, grouping species that are smilar is natural for us. We may
speak of squirrels and butterflies, though we recognize that
many different species belong to each group. We may even sort
groups into broader categories, such as rodents (which include
squirrels) and insects (which include butterflies). Taxonomy, the
branch of biology” that names and dassifies species, formalizes
this ordering of species into a series of groups of increasing
breadth (Figure 1.14). You will leam more about this taxonomic
schemein Chapter 25. For now, we will focus on kingdoms and
domains, the broadest units of classfication.




« Figure 1.14 Classifying life. The taxonomic scheme classifies
species into groups that are then combined into even broader groups
Species that are very closely related, such as polar bears and brown
bears, are placed in the same genus, genera (plural) are grouped into
families, and so on. This example classifies the species Ursus
americanus, the American black bear.

The Three Domains of Life

Until the last decade, most biologists adopted a taxonomic
scheme that divided the diversity of life into five kingdoms, in-
cluding the plant and animal kingdoms. But new methods,
such as comparing the DNA sequences of diverse species, have
led to an ongoing reevaluation of the number and boundaries of
kingdoms. Different researchers have proposed anywhere
from six kingdoms to dozens of kingdoms. But as debate con-
tinues a the kingdom level, there is more of a consensus that

Eukarys % %

the kingdoms of life can now be grouped into three even
higher levels of classification caled domains. The three do-
mains are named Bacteria, Archaea, and Eukarya

The first two domains, domain Bacteria and domain
Archaea, both consist of prokaryoi.es (organisms with prokary-
otic cells). Mot prokaryotes are unicellular and microscopic. In
the five-kingdom system, bacteria and archaea were combined
in a single kingdom, caled kingdom Monera, because they
shared the prokaryotic form of cell structure. But evidence now
supports the view that bacteria and archaea represent two very
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Figure 1.15

g Life's Three Domains

DOMAIN BACTERIA DOMAIN EUKARYA

Bacteria are the most diverse and "T"T
widespread prokaryotes and are

now divided among multiple kingdoms.

Each of the rod-shaped structures in this
photo is a bacterial cell.

Kingdom Plantae consists of multiceilular
eukaryotes that carry out photosynthesis, the
conversion of fight energy to food.

Protists (multiple kingdoms) e'e 'W_m'
unicellular eukaryotes and their

relatively simpfe multiceliufar relatives. Pictured
here is an assortment of protists inhabiting
pond water. Scientists are currency debating
how to-split the protists into several kingdoms
that better represent evolution and diversity.

MAIN ARCHAEA

Many of the prokaryotes known m
as archaea live in Earth's extreme .
environments, such as salty iakes and boiling
hot springs. Domain Archaea includes
multiple kingdoms. The photo shows a
colony composed of many cells.

distinct branches of prokaryotic life, different in key ways that
youll learn about in Chapter 27. There is dso molecular evi-
dence that archaea are at least as closdy related to eukaryotic
organisms as they are to bacteria

All the eukaryotes (organisms with eukaryotic cells) are
now grouped into the various kingdoms of domain Eukarya
(Figure 1.15). In the era of the fivekingdom scheme, most ol
the single-celled eukaryoi.es, including the microorganisms
known as protozoans, were placed in a single kingdom, the
kingdom Protista Many biologists extended the boundaries of
the kingdom Protista to include some multicellular forms, such
as seaweeds, that are closdly related to certain unicellular pro-
tists. The recent taxonomic trend has been to split the protists
into severad kingdoms. In addition to these protistan kingdoms,
the domain Eukaiya includes three kingdoms of multicellular
eukaryotes: the kingdoms Plantae, Fungi, and Animaia. These
three kingdoms are distinguished partly by their modes of nu-
trition. Plants produce their own sugars and other foods by
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Kindom Fungi is defined in part by the
nutritional mode of its members, such as thi*
mushroom, which absorb nutrients after
decomposing organic material.

Kirrdom Animalia consists of multicelluiar
eukaryotes that ingest other organisms.

photosynthesis. Fungi are mostly decomposers that absorb nu-
trients by breaking down dead organisms and organic wastes,
such as ledf litter and animal feces: Animals obtain food by Di-
gestion, which is the eating and digesting of other organisms. It
is, of course, the kingdom to which we belong.

Unity in the Diversity of Life

Asdiverse aslifeis, thereis also evidence of remarkable unity,
especidly at the molecular and cellular levels. An example is
the universal genetic language of DNA, which is common to
organisms as different as bacteria and animals. And among eu-
karyotes, unity is evident in many festures of cell structure
(Figure 1.16)

How can we account lor lifés dual nature of unity and di-
versity? The process of evolution, introduced in the next, con-
cept, illuminates both the similarities and differences among
Earths life
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Cilia of Paramecium,
Theciliaof Paramecium
propel the cell through
pond water.

1= o et
= 1L . ™ .

4 [ ), Cross section of cilium, as viewed
N with an electron microscope

R

Cilia of windpipe cells. The cells that line the F.
human windpipe are equipped with cilia that

help keep the lungs clean by moving a

film of debris-trapping mucus upward.

A Figure 1.16 An example of unity underlying the
diversity of life: the architecture of cilia in eukaryotes.
Cilia (singular, cilium) are extensions of cells that function in
locomotion. They occur in eukaryotes as diverse as the single-celled
Paramecium and humans. But even organisms so different share a
common architecture for their cilia, which have an elaborate system of
tubules that is revealed in cross-sectional views.

Concept Check

1. How is amailing address analogous to biology's
hierarchical taxonomic system?

2. What is the key difference that distinguishes organ-
isms of domain Eukarya from the other two
domains?

For suggested answers, see Appendix A.

« Figure 1.17 Digging into the past. Paleontologist Paul Sereno
gingerly excavates the leg bones of a dinosaur fossil in Niger, Africa.

Evolution accounts for life's
unity and diversity

The history of life, as documented by fossls and other
saga of a changing Earth billions of years old,
inhabited by an evolving of living (Figure 1.17).
view of life came into
sharp focus in November 1859,
when Charles Robert Darwin
published one of the most
controversial
books ever written. Entitled
On the Origin of Species by
Natural ~ Selection, Darwin's
book was an immediate best-
seller and soon made "Dar-
winism" amost synonymous
with the concept of evolution
(Figure 1.18).

The Origin of Species articu-
lated two mam points. First, =
a esent i A Figure 1.18 Charles
DRI A i Fed e Darwin in 1859, the year he
to support h'SY'a’V that con- published The Origin of
temporary species arose from  Species.
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A. Figure 1.19 Unity and diversity in the orchid family.
These three rain forest orchids are variations on a common floral theme.
For example, each of these flowers has a liplike petal that helps attract
pollinating insects and provides a landing platform for the pollinators.

a succession ol ancestors. (We will discuss the evidence for
evolution in detal in Chapter 22.) Darwin called this evolu-
tionary history ol species "descent with modification." It was
aningghtful phrase, asit captured the dudlity of lifés unity and
diversity—unity in the kinship among species that descended
from common ancestors; diversity in the modifications that
evolved as species branched from their common ancestors
(Figure 1.19). Darwin's second main point was to propose a
mechanism for descent with modification. He called this evo-
lutionary mechanism natural selection.

Natural Selection

Darwin synthesized his theory of natura selection from ob-
servations that by themselves were neither new nor profound.
Others had the pieces of the puzzle, but Darwin saw how they
fit together. He inferred natural selection by connecting two
readily observable features of life:
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OBSERVATION: Individual variation. Individuas in a
population of any species vary in many heritable traits.

OBSERVATION: Overproduction and competition. A
population of any species has the potential to produce
far more offspring than will survive lo produce offspring
of their own. With more individuals than the environ-
ment can support, competition is inevitable.
INFERENCE: Unequal reproductive success. From
the observable facts of heritable variation and over-
production of offspring, Darwin inferred that individ-
uals are unequa in their likelihood of surviving and
reproducing. Those individuals with heritable traits
best suited to the local environment will generally
produce a disproportionately large number of hedlthy,
fertile offspring.

INFERENCE: Evolutionary adaptation. This unequal
reproductive success can adapt a population to its envi-
ronment. Over the generations, heritable traits that en-
hance survival and reproductive success tend to increase
in frequency among a populations individuals. The
population evolves.

Darwin called this mechanism of evolutionary adaptation
"natural sdlection” because the natural environment “selects’
for the propagation of certain traits. Figure 1.20 summarizes
Darwin's theory of natural selection. The example in Figure
121 illustrates the ahility of natural selection to "'edit" a pop-
ulations heritable variations. We see the products of natural
selection in the exquisite adaptations of organisms to the spe-
cid circumstances of their way of life and their environment
(Figure 1.22).

Populaton
af oroanisms

o o
Hereditary {a"ﬂjl ’Il’(ruu;u‘.u:! "
variations and struggle for
existence
R i
a P

Differences in
reproductive success

|
i

Evolution of adaptations
«in the population

A Figure 1.20 Summary of natural selection.




0 Population with varied inherited traits.

Q Elimination of individuals with certain traits.

€D Reproduction of survivors,

0 Increasing frequency of traits that enhance
survival and reproductive success.

A Figure 1.21 Natural selection. This imaginary beetle
population has colonized a locale where the soil has been blackened
by a recent brush fire. Initially, the population varies extensively in the
inherited coloration of the individuals, from very light gray to charcoal.
For hungry birds that prey on the beetles, it is easiest to spot the
beetles that are lightest in color.

A Figure 1.22 Form fits function.
Bats, the only mammals capable of active
flight, have wings with webbing between
extended "fingers." the Darwinian view
of adaptations refined by
natural selection.

The Tree of Life

Take another look at the skeletal architecture of the bats wings
in Figure 1.22. These forelimbs, though adapted for flight, ac-
tualy have dl the same bones, joinLs, nerves, and blood vessels
found in other limbs as diverse as the human arm, the horse's
fordeg, and the whalesflipper. Indeed, al mammalian foreimbs
are anatomical variations of a common architecture, much asthe
flowers in Figure 1.19 are variaions on an underlying "orchid"
theme. Such examples of kinship connect lifés "unity in diver-
sity" to the Darwinian concept of "descent with modification.” In
this view, the unity of mammalian limb anatomy reflects inheri-
tance of that structure from a common ancestor—the "proto-
type" mammal from which al other mammals descended, their
diverse forelimbs modified by natura selection operating over
millions of generations in different environmental contexts. Fos-
sils and other evidence corroborate anatomical unity in support-
ing this view of mammalian descent from a common ancestor.

Thus, Darwin proposed that natural selection, by its cumu-
lative effects over vast spans of time, could enable an ancestral
species to "split" into two or more descendant species. This
would occur, for example, if one population fragmented into
several subpopulations isolated In different environments. In
these various arenas of natural selection, one species could
gradually radiate into many species as the geographically iso-
lated populations adapted over many generations to different
sets of environmental factors.

The "family tree" of 14 finches in Figure 1.23, on the next
page, illustrates a famous example of adaptive radiation of new
species from a common ancestor. Darwin collected specimens
of these birds during his 1835 visit to the remote Galapagos Is-
lands, 900 kilometers (km) off the Pacific coast of South Amer-
ica Theserelatively young, volcanic islands are home to many
species of plants and animals found nowhere else in the
world, though Galapagos organisms are clearly related to
species on the South American mainland. After volcanism
built the Galapagos severa million years ago, finches probably
diversfied on the various islands from an ancestral finch
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A Figure 1.23 Descent with modification: adaptive radiation of finches on the
Galapagos Islands. Note the specialization of beaks, which are adapted to various food source

on the different islands.

species that by chance reached the archipelago from the main-
land. Years after Darwin's collection of Gagpagos finches, re-
searchers began to sort out the relationships among the finch
species, firg from anatomical and geographic data and more
recently with the help ol DNA sequence comparisons.
Biologists diagrams of evolutionary relationships generaly
take treelike forms, and for good reason. Just as an individual
has a genedlogy that can be diagrammed as a family tree, each
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species is one twig of a branching tree of life extending back in
time through ancestra species more and more remote. Species
that are very dmilar, such as the Gagpagos hnches, share a
common ancestor at arelatively recent branch point on the tree
of life But through an ancestor that lived much farther back in
time, finches are related to sparrows, hawks, penguins, and dl
other birds. And birds, mammals, and al other vertebrates
(animals with backbones) share a common ancestor even more




ancient. We find evidence of till broader relationships in such
similarities as the matching machinery of dl eukaryotic cilia
(see Figure 1.16). Trace life back far enough, and there are only
fossls of the primeval prokaryotes that inhabited Earth over
35 hillion years ago. We can recognize their vestiges in our
own odls—in the universal genetic code, for example. All of
life is connected through its long evolutionary history.

i Concept Check L

1. Explain why "editing" isbetter than "creating” asa
metaphor for how natural selection acts on a popu-
|ation's heritable variation.

The three domains you learned about in Concept 1.3
can be represented in the tree of life as the three
main branches. On the eukaryotic branch, three of
the subbranches are the kingdoms Plantae, Fungi,
and Animalia. Evidence supports the view that fungi
and animals are more closdly related to each other
than either of these kingdomsis to plants. Draw a
simple branching pattern that symbolizes the rela
tionship between these three eukaryotic kingdoms.

N

For suggested answers, see Appendix A.

[ Concept -5~
Biologists use various forms
of inquiry to explore life

The word science is derived from a Latin verb meaning "to
know." Scienceisaway ol knowing. It developed out of our cu-
riogity about ourselves, other life-forms, theworld, and the uni-
verse. Striving to understand seems to be one of our basic urges.

At the heart ol science isinquiry, a search for information
and explanation, often focusing on specific questions. Inquiry
drove Darwin to seek answers in nature for how species adapt
to their environments. And inquiry is driving the anayses of
genomes that are helping us understand biologica unity and
diversity at the molecular level. In fact, the inquisitive mind is
the engine that drives dl progress in biology.

There is no formula for successful scientific inquiry, no sin-
gle scientific method with a rule book that researchers must
rigidly follow. As in dl quests, science includes elements of
challenge, adventure, and surprise, along with careful plan-
ning, reasoning, credtivity, cooperation, competition, pa-
tience, and the persistence to overcome setbacks. Such diverse
elements of inquiry make science far less structured than most
people redlize. That said, it is possible to distill certain charac-
teristics that help to distinguish science from other ways of
describing and explaining nature.

Biology blends two main processes of inquiry:
discovery science and hypothesis-based science. Discovery
science is mostly about describing nature. Hypothesis-based
science is mostly about explaining Most scientific in-
quiries combine these two research approaches.

Discovery Science

Sometimes called descriptive science, discovery science
describes natural structures accurately as
possible through careful observation and andysis of data. For
example, discovery science gradually built our understanding
of cdl structure, and it science that is expanding
our databases of genomes of diverse species.

Types of Data

Observation is the of the senses to gather information,
either directly or indirectly with the help of tools such as mi-
croscopes that extend our senses. Recorded observations
caled data. Put another way, data are items of information on
which scientific inquiry is based.

The term daia implies to many people. But some

data are qualitative, often in the form of recorded descriptions
rather than numerical measurements. For

Goodall spent decades recording her observations of chim-
panzee behavior during field research in a Gambian jungle
(Figure 1.24). She adso documented her observations with

A Figure 1.24 Jane Goodall collecting qualitative data on
chimpanzee behavior. Goodall recorded her observations in field
notebooks, often with sketches of the animals' behavior.

CHAPTER i  Exploring Life 19




photographs and movies. Along with these qualitative data,
Goodall dso enriched the fidd of animal behavior with vol-
umes of quantitative data, which are generaly recorded as
measurements. Skim through, any of trie scientific journalsin
your college library, and you'll see many examples of quanti-
tative data organized into lables and graphs.

Induction in Discovery Science

Discovery science can lead to important conclusions based on
a type of logic caled induction, or inductive reasoning.
Through induction, we derive generaizations based on a large
number of specific observations. "The sun aways rises in the
eadt" isan example. And 0 is "All organisms are made of cells”
That generdization, part of the so-called cell theory, was based
on two centuries of biologists discovering cdls in the diverse
biologica specimens they observed with microscopes. The
careful observations and data analyses of discovery science,
adong with the inductive generalizations they sometimes pro-
duce, are fundamental to our understanding of nature.

Hypothesis-Based Science

The observations and inductions of discovery science engage
inquisitive minds to seek natural causes and explanations for
those observations. What caused the diversification of finches
on the Galapagos Idands? What causes the roots of a plant
seedling to grow downward and the leaf-bearing shoot to
grow upward? What explains the generdization that the sun
adways rises in the east? In science, such inquiry usualy in-
volves the proposing and testing of hypothetica explanations,
or hypotheses.

The Role of Hypotheses in Inquiry

In science, ahypothesis is a tentative answer to a well-framed
question—an explanation on trial. It is usually an educated
postulate, based on past experience and the available data of
discovery science. A stientific hypothesis makes predictions
that can be tested by recording additional observations or by
designing experiments.

We dl use hypotheses in solving everyday problems. Let's
sy, for example, that your flashlight fails during a camp-out.
That's an observation. The question is obvious: Why doesn't
the flashlight work? Two reasonable hypotheses based on past
experience are that (1) the batteries in the flashlight are dead
or (2) the bulb is burnt out. Each of these dternative hy-
potheses makes predictions you can test with experiments.
For example, the dead-battery hypothesis predicts that replac-
ing the batteries will fix the problem. Figure 1.25 diagrams
this campground inquiry. Of course, we rarely dissect our
thought processes this way when we are solving a problem us-
ing hypotheses, predictions, and experiments. But hypothesis-
based science clearly has its origins in the human tendency to
figure things out by tinkering.
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A Figure 1.25 A campground example of hypothesis-
based inquiry.

Deduction: The "If. . . then" Logic
of Hypothesis-Based Science

A type of logic cdled deduction is built into hypothesis-
based science. Deduction contrasts with induction, which,
remember, is reasoning from a set of specific observations to
reach a general conclusion. In deductive reasoning, the
logic flows in the opposite direction, from the genera to the




specific. From general premises, we extrapolate to the
specific results we should expect if the premises are true. If
al organisms are made of cells (premise 1), and humans are
organisms (premise 2), then humans are composed of cells
(deductive prediction about a specific case).

In hypothesis-based science, deduction usudly takes the
form of predictions about what outcomes of experiments or
observations we should expect il a particular hypothesis
(premise) is correct. We then test the hypothesis by perform-
ing the experiment to see whether or not the results are as pre-
dicted. This deductive testing takes the form of "1/ . . . then"
logic. Tn the case of the flashlight example: Ifthe dead-batiery
hypothesis is correct, and you replace the batteries with new
ones, then the flashlight should work.

A Closer Look at Hypotheses
in Scientific Inquiry

The flashlight example illustrates two important qualities of
scientific hypotheses. First, a hypothesis must be testable;
there must be some way to check the validity of the idea.
Second, a hypothesis mus. be ialsifiablc; there must be some
observation or experiment that could reved if such anidea is
actually not true. The hypothesis that dead batteries are the
sole cause of the broken flashlight could be fdsfied by replac-
ing the old batteries with new ones- But try to devise atest to
fdsfy the hypothesis that invisble campground ghosts are
fooling withyour flashlight. Does restoring flashlight function
by replacing the bulb fasfy the ghost hypothesis? Not if the
playful ghosts are continuing their mischief.

The flashlight inquiry illustrates another key point about
hypothesis-based science. The ided is to frame two or more
alternative hypotheses and design experiments to fdsfy those
candidate explanations. In addition to the two explanations
tested in Figure 1.25, one of the many additional hypotheses
isthat both the batteries and the bulb are bad. What does this
hypothesis predict about the outcome of the experiments m
Figure 1.25? What additional experiment would you design
to test this hypothesis of multiple malfunction?

We can inine the flashlight scenario for still one more im-
portant lesson about hypothesis-based science. Although the
burnt-out bulb hypothesis stands up as the most likely expla-
nation, notice that the testing supports that hypothesis not by
proving that it is correct, but by not eliminating it through fa-
sfication. Perhaps the bulb was simply loose and the new
bulb was inserted correctly. We could attempt to fdsfy the
burnt-out bulb hypothesis by trying another experiment—
removing the bulb and carefully reinstalling it. But no amount
of experimental testing can prove a hypothesis beyond a
shadow of doubt, because it is impossible to exhaust the test-
ing of dl alternative hypotheses. A hypothesis gains credibil-
ity by surviving various attempts to fdsfy it while testing
eliminates (fasfies) aternative hypotheses.

The Myth of the Scientific Method

The stepsin the flashlight example of Figure

processof inquiry caled thescientific method. Wecanrec-
ognize the elements of this processin research arti-
cles published by scientists, but rarely in such structured form.
Vey few scientific inquiries adhere rigidly to the sequence of
steps prescribed by the "textbook™ scientific method. For exam-
ple, a scientist may start to design an experiment, but then
backtrack upon redizing that more observations are necessary
In other cases, puzzling observations simply don't prompt well-
defined questions until other research projects place those oo
servations in a new context. For example, Darwin collected
specimens of the Galapagos finches, but it wasn't until years
later, astheidea of natural selection began to ge, that biologists
began asking key questions about the history of those birds.

Moreover, scientists sometimes redirect their research when
they redlize they have been "barking up the wrong tree" by ask-
ing thewrong question. For example, in the early 20th
much research on schizophrenia and manic-depressive disor-
der (now caled bipolar disorder) got sidetracked by focusing
too much on the question of how life experiences cause these
serious maladies. Research on the causes and potential treat-
ments became more productive when it was refocused on
questions of how certain chemical imbalances in the brain con-
tribute to mental illness. we acknowledge that such
twists and turns in inquiry become more evident
with the advantage of historical perspective.

There is still another reason that good science need not
conform exactly to any one method of inquiry: Discovery sci-
ence has contributed much to our understanding of nature
without most of the steps

It is important for you to get some
power of the scientific method—by using some of the
laboratory inquiries in your example. But
it is also important to avoid stereotyping science as lock-step
adherence to this method.

A Case Study in Scientific Inquiry:
Investigating Mimicry in Snake Populations

Now that we have highlighted the features of discovery
science and hypotiiesis-based science, you should be able to
recognize these forms of inquiry in a case

research.

The story begins with a set of observations and generaliza-
tions from discovery science. Many poisonous animals are
brightly colored, often with digtinctive patterns that stand
againgt the background. This is caled warning coloration be-
cause it apparently signas "dangerous species' to potential
predators. But are dso mimics. These imposters|ook
poisonous species, but are actudly relatively harmless. An ex-
ampleis nonstinging insect that mimics the ap-
pearance of astinging honeybee (Figure 1.26 on the next page).

cHAPTER 1 Exploring Life 21




(nonstinging)

== Honeybee (stinging)

A Figure 1.26 A stinging honeybee and its nonstinging
mimic, a flower fly.

What is the function of such mimicry? What advantage
does it confer on the mimics? In 1862, British scientist Henry
Bates proposed the reasonable hypothesis that mimics such as
flower flies benefit when predators confuse them with the
harmful species. In other words, the deception may be an evo-
lutionary adaptation that evolved by reducing the mimics risk

eaten. As intuitive as this hypothesis may be, it has
been reatively difficult to test, especialy with field experi-
ments. But then, in 2001, biologists David and Pfennig,
aong with William Harcombe, an undergraduate at the Uni-
versity of Carolina, designed asimple but elegant set
field experiments to test mimicry hypothesis.

The team investigated a case of mimicry among snakes that
live in North and South Carolina. A poisonous caled
the eastern coral snake has warning coloration: bold, alternat-
ing rings of yellow, and black. Predators rarely attack

Itisunlikely that predators learn this avoidance
behavior, as a firg strike by a cora snake is usually deadly.
Natural selection may have increased frequency of preda-
tors that have inherited an instinctive recognition and avoid-
ance of the warning coloration of the cora snake.

A nonpoisonous snake named the scarlet king snake mim-
ics the ringed coloration of the corad snake. Both king snakes
and cora snakes live in the Carolines, but the king
geographic range extends farther north and west
where no coral snakes are found (Figure 1.27).
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The geographic distribution of the Carolina snakes made
it possible to test the key prediction of the mimicry hypothe-
sis. Mimicry should help protect king snakes from predators,
but only in regions where coral snakes adso live. The mimicry
hypothesis predicts that predators in non-coral snake areas
will attack king snakes more frequently than will predators
that live where cora snakes are present.

Field Experiments with Artificial Snakes

To test the mimicry hypothesis, Harcombe made hundreds of
artificid snakes out of wire covered with a claylike substance
cdled plasticine. He fashioned two versions of fake snakes: an
experimental group with the red, black, and yellow ring pattern
of king snakes; and a control group of plain brown atificia
snakes as abasis of comparison.

Scarlet king snake
e - 5

Key

~j Range of scarlet
king snake

Range of eastern
coral snake
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Scarlet king snake

A Figure 1.27 Geographic ranges of Carolina coral snakes
and king snakes. The scarlet king snake (Lampropeltis triangulum)
mimics the warning coloration of the poisonous eastem coral

snake (Micrurus fulvius). Though these two snake species cohabit
many regions throughout North and South Carolina, the geographic
range of the king snake extends north and west of the range of the
coral snake.




The researchers placed equal numbers of the two types of

atificia snakes in Hed sites throughout North and South

where coral snakes are absent

(see Figure 1.27)- Alter four weeks, the scientists retrieved the

and recorded how many had been attacked by

looking for bite or dav’ marks. The most common predators

were foxes, coyotes, and raccoons, but black bears dso at-
tacked some of the artificid snakes (Figure 1,28).

The data fit the key prediction of the mimicry hypothesis.
Compared to the brown artificid snakes, the ringed snakes
were attacked by predators less frequently only in fidd sites
within the geographic range of the poisonous cora snakes.
Figure 1.29 summarizes the fied experiments. This figure dso
introduces an illustration iormat we will use throughout the
book to feature other examples of biological inquiry.

Designing Controlled Experiments

The snake mimicry experiment provides an example

scientists design experiments to test the effect of one variable
by canceling out the effects of any unwanted variables, such as
the number of predators in case. The design is called a

controlled experiment, where an experimental group (the
artificia king snakes, in this case) is compared with a control

{a) Artificial king snake

(b) Brown artificial snake that has been attacked

A Figure 1.28 Artificial snakes used in field experiments
to test the mimicry hypothesis. You can see where a bear
chomped on the brown artificial snake in (b).

Figure 1.29
Does the presence of poisonous

coral snakes affect predation rates on their
mimics, king snakes?

EXPERIMENT David Pfennig and his colleagues made
artificial snakes to test a prediction of the mimicry hypothesis: that
king snakes benefit from mimicking the warning coloration of coral
snakes only in regions where poisonous coral snakes are present.
The Xs on the map below are field sites where the researchers
placed equal numbers of artificial king snakes (experimental group)
and brown artificial snakes (control group). The researchers recovered
the artificial snakes after four weeks and tabulated predation data |
based on teeth and claw marks on the snakes (see Figure 1.28).

m In field sites where coral snakes were present,

predators attacked far fewer artificial king snakes than brown
artificial snakes. The warning coloration of the "king snakes" |
afforded no such protection where coral snakes were absent. In

fact, at those field sites, the artificial king snakes were more likely to
be attacked than the brown artificial snakes, perhaps because the
bright pattern is particularly easy to spot against the background.

| Key

1% of attacks on
™ artificial king snakes

*1 % of attacks on
brown artificial snakes

)¢ Field site with
artificial snakes

In areas where coral snakes
were absent, most attacks
were on artificial king snakes.

LCaroling

‘ __/""" Narth

In areas where coral
snakes were present,
most attacks were on
brown artificial snakes.

The field experiments support the mimicry
hypothesis by not falsifying the key prediction that imitation of
coral snakes is only effective where coral snakes are present. The

| experiments also tested an alternative hypothesis that predators

| generally avoid all snakes with brightly colored rings, whether or
not poisonous snakes with that coloration live in the environment.
That alternative hypothesis was falsified by the data showing thai
the ringed coloration failed to repel predators where coral snakes

| were absent.
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group (the brown artificid snakes). Idedly, the experimental
and control groups differ only in the one factor the experi-
ment is designed to test—in our example, the effect of the
snakes' coloration on the behavior of predators.

What if the researchers had faled to control their experi-
ment? Without the brown mock snakes as a control group, the
number of attacks on the fake king snakes in different geo-
graphic regions would tell us nothing about the effect of snake
coloration on predator behavior at the different field sites. Per-
haps, for example, fewer predators attacked the artificial king
snakes in the eastern and southern field sites simply because
fewer predators live there. Or maybe warmer temperatures in
those regions make predators less hungry; The brown artificia
snakes enabled the scientists to rule out such variables as
predator density and temperature because those factors would
have had equal effects on the control group and experimental
group. Yet predators in the eastern and southern field sites at-
tacked more brown artificid snakes than "king snakes." The
clever experimental design left coloration as the only factor
that could account for the low predation rate on the artificial
king snakes placed within the range of coral snakes. It was not
the absolute number of attacks on the artificia king snakes
that counted, but the difference between that number and the
number of attacks on the brown snakes.

A common misconception is that the term controlled experi-
ment means that scientists control the experimental environ-
ment to keep everything constant except the one variable being
tested. But that's impossible in field research and not redlistic
even in highly regulated laboratory environments. Researchers
usually "control" unwanted variables noL by eliminating them
through environmental regulation, but by ramming their effects
by using control groups.

Limitations of Science

Scientific inquiry is a powerful way to know nature, bui there
are limitations to the kinds of questions it can answer. These
limits are set by science's requirements that hypotheses be
testable and fasfiable and that observations and experimental
results be repeatable.

Observations that can't be verified may be interesting or
even entertaining, but they cannot count as evidence in scien-
tific inquiry. The headlines of supermarket tabloids would
have you believe that humans are occasionaly born with the
head of a dog and that some of your classmates are extrater-
restrials. The unconfirmed eyewitness accounts and the
computer-rigged photos are amusing but unconvincing. In
science, evidence from observations and experiments is only
convincing if it stands up to the criterion of repeatability. The
scientists who investigated snake mimicry in the Carolinas
obtained similar data when they repeated their experiments
with different species of coral snakes and king snakes in Ari-
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zona. And you should be able to obtain similar results if you
were to repeat the snake experiments.

Ultimately, the limitations of science are imposed by its nat-
uralism—its seeking of natural causes for natural phenomena.
Science can neither support nor fasfy hypotheses that angels,
ghosts, or spirits, both benevolent and evil, cause storms,
rainbows, illnesses, and cures. Such supernatural explana-
tions are simply outside the bounds of science.

Theoriesin Science

"It's just a theory!" Our everyday use of the term theory often
implies an untested speculation. But the term theory has a very
different meaning in science. What is a scientific theory, anc.
how is it different from a hypothesis or from mere speculation?

First, a scientific theory is much broader in scope than a hy-
pothesis. Thisis ahypothesis: "Mimicking poisonous snakesis
an adaptation that protects nonpoisonous snakes from preda-
tors™" But this is a theory: "Evolutionary adaptations evolve by
natural selection." Darwin's theory of natural selection accounts
for an enormous diversity of adaptations, including mimicry

Second, a theory is general enough to spin off many new..
specific hypotheses that can be tested. For example, Peter and.
Rosemary Grant, of Princeton University; were motivated by
the theory of natural selection LO test the specific hypothesis
that the beaks of the Galapagos finches evolve in response to
changes in the types of available food.

And third, compared to any one hypothesis, a theory is gen-
erally supported by a much more massive body of evidence.
Those theories that become widely adopted in science (such as
the theory of natural selection) explain a great diversity of ob-
servations and are supported by an accumulation of evidence,
in fact, scrutiny of genera theories continues through testing
of the specific, fadfiable hypotheses they spawn.

In spite of the body of evidence supporting a widely ac-
cepted theory, scientists must sometimes modify or even reject
theories when new research methods produce results that
don't fit. For example, the five-kingdom theory of biological
diversity began to erode when new methods for comparing
cells and molecules made it possible to test some ol the hypo-
thetical relationships between organisms that were based on
the theory. If thereis "truth” in science, it is conditional, based
on the preponderance of available evidence.

Model Building in Science

You may work with many models in your biology course
this year. Perhaps you'll model cell division by using pipe
cleaners or other objects as chromosomes. Or maybe you'l
practice using mathematical models LO predict the growth
of a bacterial population. Scientists often construct models
as less abstract representations of ideas such as theories or




~ Figure 1.30 Modeling From
the pattern of blood flow body !
through the four chambers | ___ =l 2
of a human heart. |

To lungs

natural phenomena such as biological processes. Scientific
models can take many forms, such as diagrams, graphs,
three-dimensional objects, computer programs, or mathe-
matical equations.

The choice of a model type depends on how it will be
used to help explain and communicate the object, idea, or
process it represents. Some models are meant to be as lifelike
as possible. Other models are more useful if they are symbolic
schematics. For example, the simple diagram in Figure 1.30
does a good job of modeling blood flow through the cham-
bers of a human heart without looking anything like a real
heart. A heart model designed to help train a physician to
perform heart surgery would look very different. Whatever
its design, the test of a model is how well it fits the available
data, how comfortably it accommodates new observations,
low accurately it predicts the outcomes of new experiments,
and how effectively it clarifies and communicates the idea or
process it represents.

The Culture of Science

Movies and cartoons sometimes portray scientists as loners
working inisolated labs. In redity, scienceis an intensely social
activity. Mo scientists work in teams, which often include
both graduate and undergraduate students (Figure 1.31). And
to succeed in science, it hel ps to be a good communicator. Re-
search results have no impact until shared with a community
of peers through seminars, publications, and websites.

Both cooperation and competition characterize the scien-
tific culture. Scientists working in the same research field o
ten check one another's claims by attempting to confirm ob-
servations or repeat experiments. And when several scientists
converge on the same research question, there is dl the ex-
citement of a race. Scientists enjoy the challenge of "getting
therefirst" with an important discovery or key experiment.

The biology community is part of society at large, em-
bedded in the cultural milieu of the times. For example,
changing attitudes about career choices have increased the

* Figure 1.31
Science as a
social process.
In her New York
University
laboratory, plant
biologist Gloria
Coruzzi mentor5
one of her students
in the methods of
molecular biology.

proportion of women in biology, which has in turn affected
the emphasis in certain research fields. A few decades ago,
for instance, biologists who studied the mating behavior oi
animals focused mostly on competition among males ior ac-
cess to females. More recent research, however, emphasizes
the important role that females play in choosing mates. For
example, in many bird species, femaes prefer the bright
coloration that "advertises’ a mal€'s vigorous health, a be-
havior that enhances the femaes probability of having
healthy offspring.

Some philosophers of science argue that scientists are so
influenced by cultural and political values that science is
no more objective than other ways of "knowing nature." At
the other extreme are people who speak of scientific theo-
ries as though they were natural laws instead of human in-
terpretations of nature. The reality of science is probably
somewhere in between—rarely perfectly objective, but
continuously vetted through the expectation that observa-
tions and experiments be repeatable and hypotheses be
testable and fasifiable.

Science, Technology, and Society

The relationship of science to society becomes clearer when
we add technology to the picture. Though science and tech-
nology sometimes employ similar inquiry patterns, their
basic goals differ. The goal of science is to understand natu-
ral phenomena. In contrast, technology generally applies
scientific knowledge for some specific purpose. Biologists
and other scientists often speak of "discoveries," while engi-
neers and other technologists more often speak of "inven-
tions." And the beneficiaries of those inventions include
scientists, who put new technology LO work in their re-
search; the impact of information technology on systems
biology isjust one example. Thus, science and technology
are interdependent.
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A Figure 1.32 DNA technology and crime scene
investigation. Forensic technicians can use traces of DNA extracted
from a blood sample or other body tissue collected at a crime scene to
produce molecular fingerprints. The stained bands you see in this
photograph represent fragments of DNA, and the pattern of bands
varies from person to person.

The potent combination of science and technology has dra-
matic effects on sodiety. For example, discovery of the structure
of DNA by Watson and Crick 50 years ago and subsequent
achievements in DNA science led to the many technologies of
DNA engineering that are transforming a diversity of fields, in-
cluding medicine, agriculture, and forensics (Figure 1.32). Per-
haps Watson and Crick envisioned that their discovery would
someday produce important applications, but it is unlikely
that they could have predicted exactly what those applications
would be.

The directions that technology takes depend less on the cu-
riogity that drives basic science than it does on the current
needs and wants of people and on the socid environment of
the times. Debates about technology center more on "should
we do it" than "'can we do it." With advances in technology
come difficult choices. For example, under what circum-
stances is it acceptable to use DNA technology to check if
people have genes for hereditary diseases? Should such tests
adways be voluntary, or are there any circumstances when ge-
netic testing should be mandatory? Should insurance compa-
nies or employers have access to the information, as they do
for many other types of persona health data?

Such ethical issues have as much to do with politics, eco-
nomics, and cultural values as with science and technology
But scientists and engineers have a responsibility to help edu-
cate politicians, bureaucrats, corporate leaders, and voters
about how science works and about the potential benefits and
risks of specific technologies. The crucial science-technology-
society relationship is a theme that increases the significance
of any biology course.
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Concept Check .

1. Contrast induction with deduction.

2. Critique this statement: "Scientists design controlled
experiments to study a single variable by preventing
dl other factors from changing.”

3. In the snake mimicry experiments, why did the
researchers place some of their artificial snakes
beyond the geographic range of coral snakes?

4. Contrast "theory" with "hypothesis."

For suggested answers, see Appendix A.

A set of themes connects
the concepts of biology

In some ways, biology is the most demanding of dl sciences,
partly because living systems are so complex and partly be-
cause bhiology is an interdisciplinary science that requires
knowledge of chemistry physics, and mathematics. Modern

decathlon of natural science. And of dl the sci-
ences, biology is the most connected to the humanities and
social As biology students, you are definitely in the
right place at right time!

No matter what brings you to biology, you will find the
study of life to be endlesdy challenging and uplifting. But
ever-expanding subject can aso bit intimidating, even to
professiond biologists. How, then, can beginning students de-
velop a coherent view of life instead of hopelessy to
memorize the details of a subject that is now far too big
memorize? One approach is to fit the many things
into a set of themes that pervade dl of biology—ways
thinking about life that will still apply decades from now,
when much of the specific information fosslized in any text-
book will be obsolete. Table 11 outlines a number of broad

recoghize from this firs chapter of Biology
These unifying themes will reemerge throughout the book
provide touchstones as you explore life and begin asking im-
portant questions of your own.

Concept Check

1. Write a sentence relating the theme of "scientific
inquiry" to the theme of "science, technology, and
society.”

For suggested answers, see Appendix A.




I able 1.1 Eleven Themes that Unify Biology

Theme

Heritable
information

Emergent proper-
ties of biological
systems ’

Regulation

Interaction with
the environment

Description

Theme

Description

Cellsare every organisms, basic units of
Structure and function. The two main types
of cells are prokaryotic cells (in bacteria and
archaea) and eukaryotic cells (in protists,
plants, fungi, and animals).

The continuity of life depends on the
inheritance of biological information in the
form of DNA molecules. This genetic
information is encoded in the nucleotide
sequences ot the DNA.

The living world has a hierarchica
organization, extending from molecules to
the biosphere. With each step upward in
level, system properties emerge as a result of
interactions among components at the lower
levels

Feedback mechanisms regulate biologica
systems. In some cases, the regulation
mainiains a relatively steady state for
internal factors such as body temperature.

Organisms are open systems that exchange
materials and energy with their
surroundings. An organism's environment
includes other organisms as well as
nonliving factors.

All organisms must perform work, which
requires energy. Energy flows from sunlight
to producers to consumers.

Unity and dlversqty Biologists group the diversity of life into

Evolution

Structure and
function

Scientific inquiry

Science,
technology, and
society

three domains: Bacteria, Archaea, and
Eukarya As diverse aslife is, we can aso
find unity, such asa universal genetic code.
The more closely related two species are, the
more characteristics they share.

Evolution, biology's core theme, explains
both the unity and diversity of life. The
Darwinian theory of natural selection
accounts for adaptation of populations to
their environment through the differential
reproduciive success of varying individuals.

Form and function are correlated a al levels
of biological organization.

The process of science includes observation-
based discovery and the testing of
explanations through hypothesis-based
inquiry. Scientific credibility depends on the
repeatability of observations and
experiments,

Many technologies are goal-oriented
applications of science. The relationships of
science and technology to society are now
more crucial to understand than ever before.
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Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, Investigations, and other interactive study aids.

SUMMARY OF KEY CONCE|

Biologists explore life from the microscopic to the
globa scae

« A Hierarchy of Biological Organization {pp. 3-6) The
unfolds as follows: biosphere > ecosystem >
community > population > organism > organ system > organ >
tissue > cell > organelle > molecule > atom.
of Life Card Game

* A Closer Look at Ecosystems (p. 6) Whereas chemical
nutrients recycle within an energy flows through an
ecosystem.

* A Closer Look at Cells (pp. 6-8) The cell is the lowest level
of organization that can perform al activities required for life.
Cells contain DNA, the substance of genes, which program the

of proteins and from par-
ents to offspring. Eukaryotic cells contain membrane-enclosed
organelles, including a DNA-containing nucleus. Prokaryotic
cells lack such organelles.

Biologica systems are much more than the sum of

their parts

* The Emergent Properties of Systems (p. 9) Due to increas-
ing complexity new properties emerge with each step upward in
the hierarchy of biological order.

.

The Power and Limitations of Reductionism (pp. 9-10)
Reductionism involves reducing complex systems to simpler
components that are more manageable to study

.

Systems Biology (pp. 10-11) Systems biology seeks to
create models of the dynamic behavior of whole biological
systems. With such models, scientists will be able to predict how a
change in one part of the system will afect the rest of the system.

Feedback Regulation in Biological Systems (pp. 11-12)
In negative feedback, accumulation of an end product slows the
process that produces that product. In positive feedback, the
end product speeds up its production.

Biologists explore life across its great diversity of species

« Grouping Species: The Basic Idea (pp. 12-13) Taxonomy
is the branch of biology that names and classifies species accord-
ing to a system of broader and broader groups.

* The Three Domains of Life (pp. 13-14) Domain Bacteria
and Domain Archaea prokaryotes. Domain Eukarya,
the eukaryotes, the various protist kingdoms and the
kingdoms Plantae, Animdia
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. Chapter *| Review

« Unity in the Diversity of Life (pp. 14-15) As diverse as life
is, there is dso evidence of remarkable unity.

[ Concepe 157 ]
Evolution accounts for lifés unity and diversity

« Natural Selection (pp. 16-17) called the evolution-
ary history of species modification." He proposed
natural selection as the mechanism evolutionary adaptation
of populations to their environments. Natural selection is the
evolutionary process that occurs heritable
variations are exposed to environmental factors that favor the re-
productive success of some individuals

Population?
Activity Form Fits Function: Cells

.

The Tree of Life (pp. 17-19) Each species is one twig of a
branching tree in time through ancestral
species more and more remote. life is connected through
its long evolutionary history.

Biologists use various forms of inquiry to explore life
« Discovery Science (pp. 19-20) In discovery science, scien-
tists describe some aspect of the world and use inductive rea
soning to draw general conclusions.
Graph it An Introduction to Graphing

.

Hypothesis-Based Science (pp. 20-21) Based on observa-
tions, scientists propose hypotheses that |ead to predictions and
then test the hypotheses by seeing if the predictions come true.
Deductive reasoning is used in testing hypotheses: |/a hypothe-
sisis correct, and we test it, then we can expect a particular out-
come. Hypotheses must be testable and falsifisble.

A Case Study in Scientific Inquiry: Investigating Mim-
icry in Snake Populations (pp. 21-24) Experiments must be
designed to test the effect of one variable by testing control groups
and experimental groups that vary in only that one variable.

.

Limitations of Science (p. 24) Science cannot address super-
natural phenomena because hypotheses must be testable and
falsifiable and observations and experimental results must be
repeatable.

Theoriesin Science (p. 24) A scientific theory is broad in
scope, generates new hypotheses, and is supported by alarge
body of evidence.

Model Building in Science (pp. 24-25) Models of ideas,
structures, and processes help us understand scientific phenom-
ena and make predictions.

.

.

.

The Culture of Science (p. 25) Science is a socia activity
characterized by both cooperation and competition.

.

Science, Technology, and Society (pp. 25-26) Technology
applies scientific knowledge for some specific purpose.
Science, Technology, and Society: DDT

A st of themes connects the concepts of biology

« Underlying themes provide a framework for understanding
biology (pp. 26-27).




I TESTING YOUR KNOWLEDGE

Evolution Connection
A typical prokaryotic cell has about 3,000 genes inits DNA, while a
arnan cell has about 25,000 genes. About 1,000 of these genes are
present in both types of cells. Based on your understanding of evo-

littion, explain how such different organisms could have the same
<i1bset of genes.

Scientific Inquiry
Fused on the results- of the snake mimicry case study suggest an-
otiier hypothesis researchers might investigate further.

| Affect a
Fgpulation?
l Affect Trees?

Science, Technology, and Society
The fruits of wild species of tomato are tiny compared to the giant
beefsteak tomatoes available today. This difference in fruit sizeis al-
most entirely due to the larger number of cells in the domesticated
fruits. Plant molecular biologists have recently discovered genes
that are responsible for controlling cell division in tomatoes. Why
would such a discover}” be important to producers of other kinds of
fruits and vegetables? To the study of human development and dis-
ease? To our basic understanding of biology?
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The Chemistry

AN INTERVIEW

Lydia Makhubu

Until her recent retirement, Lydia Makhubu was
the Vice Chancellor (in American terms, Presi-
dent) of the University of Swaziland, where she
was also Professor of Chemistry. She received
her higher education in Lesotho and at the Uni-
versities of Alberta and Toronto, where she
earned a Ph.D. in Medicinal Chemistry. Building
on her study of chemistry, Dr. Makhubu has had
a distinguished career as a scientist in the area
of health and traditional medicine, as a leader
in higher education, and as a commentator on
science, technology, and development in Africa
and other developing regions. Among the
many instances of her international service, she
has been a consultant to several United Nations
agencies and to the American Association for
the Advancement of Science and has chaired
the Association of Commonwealth Universities.
Jane Reece met with her in Paris, where Dr.
Makhubu was attending a meeting of the Exec-
utive Board of UNESCO, the United Nations Ed-
ucational, Scientific and Cultural Organization.

Please tell us alittle about
Swaziland and its people.

Swaziland isa smdl landlocked country, only
17,400 square kilometers in area (smaller than
New Jersey). It borders Mozambique on the
east and South Africa on the west and south.
The country ranges in atitude from high to low,
and it has a great diversity of organisms, espe-
cidly plants. The capital, Mbabane, isin the
ecological zone caled the highveld, where the
altitude is close to 1,800 meters above sea level.
The altitude drops to the middleveld, which has
rich soils especialy good for agriculture. As you
go toward Mozambique and the sea, the land
gets low and flat—the lowveld. The climate and
the plant and animal species change as the alti-
tude changes.

30

Swaziland is unusual these days because it is
akingdom, with aking who has executive au-
thority. In the population of about 1 million,
thereis only one ethnic group, the Swazis, so
we haven't had the conflicts that have &flicted
some other African nations. Swaziland was a
British colony, gaining independence in 1968.
These days, the economy isn't as good asiit used
to be, in part because weve had a lot of drought
and we're heavily dependent on agriculture.

What influenced you to become a
medicina chemist?

In the early days, my parents were teachers, but
then my father took up a career in the Ministry
of Health, becoming an orderly in a medical
clinic. We lived at the clinic, and | could see
him check people—since doctors were scarce,
an orderly had alot oi responsibility 1 warned
m be a medical doctor at that time. | ended up
studying chemistry at college in Lesotho. From
there, 1 went to Canada, where | did a masters
degree and doctorate. 1 liked chemistry because
it seemed to make sense: You mix this and that,
and aproduct appears. 1 became interested in
organic chemistry, and then, probably influ-
enced by the importance of medicine in my so-
ciety, | chose medicinal chemistry. | wanted to
study the effects of drugs on the body.

What do you mean by "medicine
in my society*'?

The traditional medicine of my people. At col-
lege in Lesotho, we students used to argue
about m-xiiuona medicine: Some believed H
was absolute nonsense; others thought it
worked. 1 wasinterested in this question. So
when 1 came back from Canada, | immediately
sought out traditional healers, including some
of my relatives, and | was shown a few of the
medicinal preparations they used. | started
working in the laboratory to try to identify what
was in those medicines.

In other countries of Southern Africa, tradi-
tional healers have organized themselves into
associations and have even established some
clinics. But in Swaziland, the British banned
traditional medicine by the Witchcraft Act of
1901—and this law has not been repealed yet.
Even people who had access to modern clinics,
though, often continued to go to traditional
healers, aswell, and this continues today.

Tell us about the research on the
plant Phytolaccadodecandraand
its potential for preventing disease.
This plant, aso caled edod or sogpberry, is a
common bush in Africa One day in 1964, an
Ethiopian scientist, the late Aklilu Lemma of
Addis Ababa Universty, was walking near a
small stream, where he sav women washing
clothes. He noticed alarge pile of dead snails, of
the type that transmits the disease schistosomia-
sis. He asked the women, "What are you using
for sogp?" and learned that they were using the.
berries of Phytolacca. He then took berries to the
lab, dong with some living snails, and lound
that extracts of the berries killed the snails.

What is schistosomiasis?

Al called bilharzia or snail fever, thisisa
debilitating diseese that &flicts more than 200 mil-
lion peopleworldwide, it is one of the greatest
scourges in the developing world. The diseaseis
caused by aparasitic flaworm fa fluke) that uses
an aquatic snail as ahost during part of its life cy-
cle(see Figure 33.11). Fluke larvee released by the
snalls pierce the skin of people standing or swim-
ming in the water, infecting them. You can control
schistosomiasis u\ kilting the parasite withadrug
or by killing the snail with asynthetic mol-
luscicide—but both are too expensive in Africa

Is this where Phytolacca comes in?
Yes, Phytol acca berriesareabetter control
melhod “or bdifiisu™ornings in Africa than




synthetic chemicals of any sort because people
can easly grow the plant and harvest the berries.
Chemistshaveisolated the Phytol acca chemical
that is lethal to snails, although it is not yet
known exactly how it acis. Researchers have dis-
covered that the chemical aso kills some other
parasites that live in African rivers, aswell asthe
larvae of mosquitoes (which transmit malaria).
And there are no bad environmental effects be-
cause the chemical readily decomposes.

At the University of Swaziland, we obtained
seeds of Phytolacca from Ethiopia, grew the
plants, and harvested the berries. The Ethiopi-
ans came to show us how to do everything; it
was a true collaboration between Swazi and
Hthiopian scientists, with help from some Zim-
babwans and an American. Working in the lab,
we discovered the concentration at which the
berry extract killed the snails, and then we went
into the field for further tests. Now we have se-
lected an area in Swaziland where schistosomia-
gsis very prevalent, and we're working with
[he people there, teaching them how to grow
and use Phytolacca. We hope that, in another
year, the communities will be able o control
the disease themselves.

What goes on a your university's
institute of traditional medicine?
At this intitute, officdly the "Swaziland Institute
of Research in Tradiuonad Medicing, Medicind
and Indigenous Food Plants," multidisciplinary
learns study all aspects of traditional medicine.
Traditiona healers are essential learn members
because they know the healing plants and how
to use them. We have had several workshops

"You can col

with traditional healers, trying lo convince them
of the importance of sharing their knowledge
with us—because they are going to die, like all
of us, and the knowledge may soon be lost.
However, the healers—even my relativesl—are
reluctant to help. They think, "You with your
white coats are going to make |oads of money
from my knowledge." Their belief system is an-
other obstacle. The healersbelieve that they are
given the power of healing by their ancestors,
and they are supposed to pass on this knowl-
edge only to their children. But mostly it is sus-
picion. You know, for along time they were
called witches, and quite a few of the older ones
are till sore about that; they ask me, "When is
thai Witcheraft Act of yours going to be re-
pealed?'—asif 1 had written it! But Sowly we
are managing ;0 convince them. We want to in-
volve them for the long lerm, not only to show
us the plants and help us grow them but 10
come into the lab to teach us how they prepare
the medicine, so that we can quantify every-
thing. But its not essy.

Itisaso important, | think, to study the
spiritual beliefs of the healers because the whole
system is based on those beliefs. They say they
are shown the plantsin a dream by their ances-
tors' spirits, and they make diagnoses by throw-
ing bones and going into a trance, during
which the spirits speak to them.

What is the state of the
environment and .bégldcg]lcd
diversity in Swaziland?

Not very good. | think the underlying problem
is overreliance on the natural environment, es-

rol schistosomiasis by killing the parasitewith a

| drug or by killing the snail with a synthetic molluscicide—but
both are too expensive in Africa.... Phytolacca berries are a bet-
ter control method . .. because peoplecan easily grow theplant.”

h

peeidly plant resources, in many rural areas,
people have chopped down trees for wood until
the land is completely bare; they do not know
how to replant. Their grazing animals, such as
cattle, often eat whatever plants remain. And
the healers may overharvest medicina plants
from the wild. Many plants are disappearing.

Preservation of diversity goes alongwith
preservation of the environment. So, you find
that, in pans of Swaziland, certain animals have
disappeared because the plants they lived on
are no longer there. Even the climate is affected.
For instance, in the forested highveld of Swazi-
land, there used to be lots of rain. But asthe
plants are removed, the rainfall lessens.

Another issue is damage that can result from
projects associated with economic develop-
ment, such as mining and dam construction.
is only recently that companies carrying out
these hig projects are being required to take
care of the environment.

t

What are the chdlenges that
science education faces in Africa?
We dont have enough resources to build proper
science facilities, and we don't have enough sci-
ence teachers. Another serious problem is the
underrepresentation of women in science; thisis
particularly bad in Africa Women are left be-
hind. Science, especially physical science, is not
considered afield for women. Many people
think that if women go too far, they won't get a
husband. But the situation is starting to change.

Yau are the President of the Third
World Organization for Women
in Science (TWOWS). What does
this organization do?

We provide fellowships for postgraduate study,
enlisting support from organizational benefac-
tors. The fellowship recipients are usually sent
to good universities in de\ eloping countries,
such as South Africa or Pakistan, where ihe
available money can go along way TWOW'S
aso promotes collaboration among women
from developing countries who are aready
established scientists.

But it's crucial to start at the earliest level,
primary school. Researchers have learned that
once girls get started in science, they do well.
But they need to be encouraged by iheir teach-
ers. If there is equipment available, it is used by
the boys; the girls' role may be simply recording
the results! So we are working hard to encour-
age the involvement of women scientists at al
levels of education, to show the teachers that
girls can be scientists.



| The Chemical
Context of Life

Key Concepts

2.1 Matter consists of chemica elementsin pure
form and in combinations called compounds

2.2 An eement's properties depend on the
structure of its atoms

2.3 The formation and function of molecules
depend on chemica bonding between atoms

2.4 Chemica reactions make and break chemical
bonds

Chemica Foundations of Biology

ike other animals, beetles have evolved structures and

mechanisms thai defend them from attack. The soil-

dwelling bombardier beetle has a particularly effective
mechanism for dealing with the ants that plague it- Upon de-
tecting an ant on its body, this beetle gects a spray of boiling
hot liquid from glands in its abdomen, aiming the spray di-
rectly at the ant. (In Figure 2.1, the beetle ams its spray at a
scientists forceps) The spray contains irritating chemicals
that are generated at the moment of gection by the explosive
reaction of two sets of chemicals stored separately in the
glands. The reaction produces heat and an audible pop.

Research on the bombardier beetle has involved chemistry
physics, and engineering, as well as biology This is not sur-
prising, for unlike a college catalog of courses, nature is not
neetly packaged into the individual natural sciences. Biologists
specidize in the study of life, but organisms and the world they
livein are natural systemsto which basic concepts of chemistry
and physics goply. Biology is amultidisciplinary science.

This unit of chapters introduces key concepts of chemistry
that will apply throughout our study of life We will make
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A Figure 2.1 The bombardier beetle uses chemistry to
defend itself.

many connections to the themes introduced in Chapter 1.
One of those themes is the organization of life into a hierarch)
of structural levels, with additional properties emerging at
each successive leve. In this unit, we will see how the theme
of emergent properties applies to the lowest levels of biologi-
cd organization—to the ordering of atoms into molecules and
to the interactions of those moleculeswithin cells. Somewhere
in the transition from molecules to cells, we will cross the
blurry boundary” between nonlife and life. We begin by con-
sidering the chemical components that make up dl matter. As
Lydia Makhubu mentioned in the interview on pages 30 and
31, chemistry is an integral aspect of biology;

Matter consists of chemical
elementsin pure form and in
combinations called compounds

Elements and Compounds

Organisms are composed of matter, which is anything that
takes up space and has mass.* Matter exists in many diverse
torms, each with its own characteristics. Rocks, metals, oils,
gases, and humans arejust a few examples of what seems an
endless assortment of matter.

* Someiirnes we substitute the term weight for mass, although the two are
not identical. Mass is the amount of matter in an object, whereas the
weight of an object is how strongly thai mass is pulled by gravity. The
weight of an astronaut walking on the moon is approximately 1/6 that on
Earth, but his or her mass is the same. However, as long as we are
earthbound, the weight of an object is a measure of its mass; in everyday
language, therefore, we tend to use the terms interchangeably




Sodium chloride

Chlorine

Sodium

A Figure 2.2 The emergent properties of a compound.
The metal sodium combines with the poisonous gas chlorine to form
the edible compound sodium chloride, or table salt.

Matter is made up of elements. An element is a substance
that cannot be broken down to other suhstances by chemical
reactions. Today, chemists recognize 92 elements occurring in
nature; gold, copper, carbon, and oxygen are examples. Each
element has asymbol, usudly thefirst letter or two of its name-
Some of the symbols are derived from Latin or German names;
for instance, the symbol for sodium is Na, from the Latin word
natrium.

A compound is a substance consisting of two or more dif-
ferent elements combined in a fixed ratio. Table salt, for ex-
ample, is sodium chloride (NaCl), a compound composed of
the elements sodium (Na) and chlorine (Cl) ina 11 ratio. Pure
sodium isametal and pure chlorine is a poisonous gas. When
chemically combined, however, sodium and chlorine form an
edible compound. Thisis asimple example of organized matter
having emergent properties: A compound has characteristics
different from those of its elements (Figure 2.2).

Essential Elements of Life

About 25 of the 92 natural elements are known to he essential
to life Just four of these—carbon (C), oxygen (O), hydrogen
(H), and nitrogen (N)—make up 96% of living matter. Fhos-

~ Figure 2.3 The effects of essential-
element deficiencies, (a) This photo shows
the effect of nitrogen deficiency in corn. In this
controlled experiment, the plants on the left are
growing in soil that was fertilized with
compounds containing nitrogen, while the soil
on the right is deficient in nitrogen, (b) Goiter,
an enlarged thyroid gland, is the result of a
deficiency of the trace element iodine. The
goiter of this Malaysian woman can probably
be reversed by iodine supplements.

Ee

(a) Nitrogen deficiency

Naturally Occurring Elements in
he Human Body

Atomic Percentage
Number of Human
Symbol  Element (See p. 34) Body Weight__
0 Oxygen 8 65.0
© Carbon 185
H Hydrogen 1 9.5
N Nitrogen Y 33
Ca Cacium 20 15
P Phosphorus 15 10
K Potassium 19 04
S Sulfur 16 03
Na Sodium 1 0.2
c Chlorine 17 0.2
Mg Magnesium 12 0.1

Trace elements (less ihan 0 01%): boron (B), chromium (Cr), cobalt (Co), cay
Pe (Cu). fluorine (1), iron (Fe). manganese (Mil), molybdenurr
\Moj, selenium ;Se). .silicon (SO. tm vanadium V). and /inr

phorus (P), sulfur (S), calcium (Ca), potassium (K), and a few
other elements account for most of the remaining 4% of an
organism's weight. Table 2.1 lists by percentage the elements
that make up the human body; the percentages for other or-
ganisms are smilar. Figure 2.3a illustrates the effect of a defi-
ciency of nitrogen, an essential element, in a plant.

Trace elements are those required by an organism in only
minute quantities. Some trace elements, such asiron (Fe), are
needed by dl forms of life; others are required only by certain
species. For example, in vertebrates (animals with back-
bones), the element iodine (1) is an essentia ingredient of a
hormone produced by the thyroid gland. A daily intake of
only 0.15 milligram (mg) of iodine is adequate for normal

(b) lodine deficiency
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activity of the human thyroid. An iodine deficiency in the diet
causes the thyroid gland to grow to abnormal size, a condition
called goiter (Figure 2.3b). Where it is available, iodized st

has reduced the incidence of goiter.

Concept Check

1. Explain why table st is a compound, while the
oxygen we breathe is not.

2, What four chemica elements are most abundant in
the food you ate yesterday?

For suggested answers, see Appendix A.

An element's properties depend
on the structure of its atoms

Each element consists of a certain kind of atom that is different
from the atoms of any other element. An atom is the smallest
unit of matter that ill retains the properties of an element.
Atoms are so0 smal that it would teke about a million of them
to stretch across the period printed at the end of this sentence.
We symbolize atoms with the same abbreviation used for the
element made up of those atoms; thus, C stands for both the
element carbon and a single carbon atom.

Subatomic Particles

Although the atom is the smalest unit having the properties of
its element, these tiny bits of matter are composed of even
smaller parts, called subatomic particles. Physicists have split
the atom into more than a hundred types ol particles, but only
three kinds of particles are stable enough to be of relevance
here: neutrons, protons, and electrons. Neutrons and pro-
tons are packed together tightly to form a dense core, or
atomic nucleus, at the center of the atom. The electrons, mov-
ing a nearly the speed of light, form a cloud around the nu-
cleus. Figure 2.4 shows two models of the structure of the
helium atom as an example.

Electrons and protons are electrically charged. Each elec-
tron has one unit of negative charge, and each proton has one
unit of positive charge. A neutron, asitsnameimplies, is elec-
tricaly neutral. Protons give the nucleus a positive charge,
and it is the attraction between opposite charges that keeps
the rapidly moving electrons in the vicinity of the nucleus.

The neutron and proton are almost identical in mass, each
about 17 X 10~%* gram (g). Grams and other conventional
units are not very useful for describing the mass of objects so
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Cloud of negative
charge (2 electrons) Ee

,-Nucleus.

(a) This model represents the
electrons as a cloud of

(b) In this even more simplified
model, the electrons are

negative charge, as if we had shown as two small blue

taken many snapshots of the 2 spheres on a circle around the

electrons over time, with each nucleus.

dot representing an electron's

position at one point in time.

A Figure 2.4 Simplified models of a helium (He) atom. The
helium nucleus consists of 2 neutrons (brown) and 2 protons (pink). Two
electrons (blue) move rapidly around the nucleus. These models are not
to scale; they greatly overestimate the size of the nucleus in relation to
the electron cloud.

minuscule. Thus, for atoms and subatomic particles (and for
molecules as well), we use a unit of measurement called the
dalton, in honor of John Dalton, the British scientist who
helped develop atomic theory around 1800. (The dalton is the
same as the atomic mass unit, or amu, a unit you may have
encountered elsewhere) Neutrons and protons have masses
closeto 1 dalton. Because the mass of an electron is only about
YZID that of a neutron or proton, we can ignore electrons when
computing the total mass of an atom.

Atomic Number and Atomic Mass

Atoms of the various elements differ in their number of sub-
atomic particles. All atoms ol a particular element have the
same number of protons in their nuclel. This number of pro-
tons, which is unique to that element, is called the atomic
number and is written as a subscript to the left of the symbol
for the element. The abbreviation ;He, for example, tels us
that an atom of the element helium has 2 protons in its
nucleus. Unless otherwise indicated, an atom is neutral in
electrical charge, which means that its protons must be bal-
anced by an equal number of electrons. Therefore, the atomic
number tells us the number of protons and also the number of
electrons m an eectricaly neutral atom.

We can deduce the number of neutrons from a second quan-
tity, the mass number, which is the sum of protons plus neu-
trons in the nucleus of an atom. The mass number is written




as a superscript to the left of an element's symbol. exam-
ple, we can use this shorthand to write an atom of helium as
2He. Because the atomic number indicates how many
there are, we can determine the number of

tracting

atom has 2 neutrons. An
tons, 11 electrons, and 12
hydrogen *H, which has no
ton with electron it.

Almog al of an atoms mass is concentrated in its nucleus,
because, as mentioned earlier, the contribution of electrons to
mass is negligible. Because neutrons and protons esch have a
mass very close to 1 dalton, the mass number is an approxi-
mation of the total mass of an atom, called its atomic mass.

the atomic of sodium (JNa) is 23
daltons, athough more it is22.9898 dakons.

by sub-
the mass number: A 2He
ANa, has 11 pro-

The smplest atom is
alone pro-

| sotopes

All atoms of a given element have the same number of protons,
more neutrons than other atoms of the
same element and therefore have grester mass. These different
atomic forms are cdled isotopes of nature, an
element occurs as a mixture isotopes. For example, con-
sder the three isotopes of carbon, which has the
atomic number 6. The most common isotope is carbon-12,
which accounts [or about 99% of the carbon has 6
neutrons. Mogt of the remaining 1% of carbon consists of atoms
of the isotope *C, with 7 neutrons. A third, even rarer isotope,
*gC, has 8 neutrons. Notice that dl three of carbon have
6 protons—otherwise, they would not be carbon. Although
isotopes of an dightly different masses, they be-
have identically in chemical reactions. (The number usualy
given as the atomic mass of an element, such as 22.9898 dal-
tons for sodium, is actually an average of the atomic masses
al the elements occurring isotopes.)

Both stable meaning thai their
nuclel do not have atendency to lose particles. The isotope
however, is unstable, or radioactive. A radioactive isotopeis
onein which decays spontaneoudly, giving off parti-
clesand energy. When the decay |eads to achange in the number
of protons, it transforms the atom to an atom of a different ele-
ment. For example, radioactive carbon decays to form nitrogen.

Radioactive i sotopes have many useful applications inbiol-
ogy. In Chapter 26, you will learn how researchers use mea-
surements of radioactivity in fossls to date those relics of past
life. Radioactive isotopes are useful as tracers to follow
atoms through metabolism, the chemical processes of an or-
ganism. Cdls use the atoms as they would nonra-
dioactive isotopes element, but the radioactive
tracers can be readily detected. Figure 2.5 presents an example
of how biologists use radioactive tracers

cells making copies of

Figure 2.5

Radioactive Tracers

APPLICATION Scientists use radioactive isotopes to label

certain chemical substances, creating tracers that can be used

to follow a metabolic process or locate the substance within an

organism. In this example, radioactive tracers are being used to

| determine the effect of temperature on the rate at which cells
make copies of their DNA.
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and they are placed in a scintillation counter. As the *H in the
newly made DNA decays, it emits radiation that excites
chemicals in the scintillation fluid, causing them to give off |
light. Flashes of light are recorded by the scintillation counter.
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tissue

A Figure 2.6 A PET scan, a medical use for radioactive
isotopes. PET, an acronym for positron-emission tomography, detects
locations of intense chemical activity in the body. The patient is first
injected with a nutrient such as glucose labeled with a radioactive
isotope that emits subatomic particles. These particles collide with
electrons made available by chemical reactions in the body. A PET
scanner detects the energy released in these collisions and maps "hot
spots,” the regions of an organ that are most chemically active at the
time. The color of the image varies with the amount of the isotope
present, with the bright yellow color here identifying a hot spot of
cancerous throat tissue.

Radioactive tracers are important diagnostic tools in medi-
cine. For example, certain kidney disorders can be diagnosed
by injecting smal doses of substances containing radioactive
isotopes into the blood and then measuring the amount of
tracer excreted in the urine. Radioactive tracers are aso used in
combination with sophisticated imaging instruments, such as
PET scanners, which can monitor chemical processes, such as
those involved in cancerous growth, as they actualy occur in
the body (Figure 2.6).

Although radioactive isotopes are very ussful in biologica
research and medicine, radiation from decaying isotopes aso
poses a hazard to life by damaging cellular molecules. The
severity of this damage depends on the type and amount of ra-
diation an organism absorbs. One of the most serious environ-
mental threats is radioactive falout from nuclear accidents.
The doses of most isotopes used in medical diagnosis, how-
ever, are rlatively safe.

The Energy Levels of Electrons

The smplified models ot the atom in Figure 2.4 greatly exag-
gerate the size of the nucleus relaive to the volume of the
whole atom. If an atom of helium were the Size of Yarnkee Sta
dium, the nucleus would be only the size of a pencil eraser in
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the center ot the field. Moreover, the electrons would be like
two tiny gnats buzzing around the stadium, in a space ap-
proximately a million times as large as the nucleus. Atoms are
mostly empty space.

When two atoms approach each other during a chemical
reaction, their nuclei do not come close enough to interact. Of
the three kinds of subatomic particles we have discussed, only
electrons are directly involved in the chemica reactions be-
tween atoms.

An atoms electrons vary in the amount of energy they pos-
sess. Energy is defined as the capacity to cause change, for in-
stance by doing work. Potential energy is the energy thai
matter possesses because of its location or structure. For ex-
ample, because of its atitude, water in areservoir on ahill has
potential energy When the gates of the reservoir's dam are
opened and the water runs downhill, the energy can be used
to do work, such as turning generators. Because energy has
been expended, the water has less energy at the bottom of the
hill than it did in the reservoir. Matter has a natural tendency
to move to the lowest possible state of potentia energy; m this
example, water runs downhill. To restore the potential energy
of areservoir, work must be done to elevate the water against
gravity.

The electrons of an atom aso have potential energy be-
cause of how they are arranged in relation to the nucleus. The
negatively charged electrons are attracted to the positively
charged nucleus. It takes work to move an eectron farther avay
from the nucleus, so the more distant the electrons are from the
nucleus, the greater their potential energy. Unlike the continu-
ous flow of water downhill, changes in the potential energy of
electrons can occur only m steps of fixed amounts. An eectron
having a certain discrete amount of energy is something like a
ball on a starcase (Figure 2.7a). The bal can have different
amounts of potential energy, depending on which step it is on,
but it cannot spend much time between the steps. An electron
cannot exist in between its fixed states of potential energy.

The different states of potential energy that electrons have in
an atom are called energy levels. An electron's energy” level is
correlated with its average distance from the nucleus; these aver-
age distances are represented symbolicaly by electron shells
(Figure 2.7b). The firgt shell is closest to the nucleus, and elec-
trons in this shell have the lowest potentia energy. Electrons
in the second shell have more energy, electrons in the third
shell more energy still, and so on. An electron can change the
shell it occupies, but only by absorbing or losing an amount of
energy equd to the difference in potential energy between its
position in the old shell and that in the new shell. When an
electron absorbs energy, it moves to a shell farther out from
the nucleus. For example, light energy can excite an electron
to a higher energy level. (Indeed, this is the first step taken
when plants harness the energy of sunlight for photosynthe-
sis, the process that produces food from carbon dioxide and
water.) When an electron loses energy, it "fals back® to a




(a) A ball bouncing down a flight

of stairs provides an analogy N

for energy levels of electrons, Y i
because the ball can only rest *—- =
on each step, not between &0
steps. *

Third energy level (shell) —

Second energy level (shell) I— o
2

First energy level (shell) —

Atomic
nucleus 1 | |

(b) An electron can move from one level to another only if the
it gains or loses is exactly equal to the difference in energy between
some of the step-wise changes in
potential energy that are possible.

A Figure 2.7 Energy levels of an atom's electrons. Electrons
exist only at fixed levels of energy, which are also called

Hydrogen
TH
First
shell
Lithium Beryllium
1k 4BE
Second
shell
Alurminum
134l
e
Third # :
shell

A Figure 2.8 Electron-shell diagrams of  modified table, electrons are shown as blue
dots and electron shells (representing energy
table. In a standard periodic table, information levels) as concentric rings. We are using these
electron-shell diagrams as a convenient way to
picture the distribution of an atom's electrons

the first 18 elements in the periodic

for each element is presented as shown for
helium in the inset. In the diagrams in this

Carbon

shell closer to the nucleus, and the lost energy is usualy re-
leased to the environment in the form For example,
sunlight excites electrons in the paint of a dark car to higher
energy levels. When the electrons back to their origina
levels, the surface of the car heats up. This energy can
be transferred to the air or to your hand if you touch Lhe car.

Electron Configuration and Chemical
Properties

The chemica behavior of an atom is determined by its elec-
tron configuration—that is, the distribution of electrons in the
atoms electron shells. Beginning with hydrogen, the simplest
atom, we can imagine building the atoms of the other ele-
ments by adding | proton and 1 electron at atime (along with
an appropriate number of neutrons). Figure 2.8, an abbrevi-
ated version of is caled the periodic table of the dements,
shows distribution of eectrons for the 18 elements,
from hydrogen (jH) to argon (1gAr). The elements are
arranged in three or corresponding to the num-
ber of electron shells atoms. The left-to-right sequence
of elements in each row to the sequential addi-
tion of electrons (and protons).

Hydrogens 1 electron helium's 2 electrons are located
in the first shell. Electrons, like al matter, tend to exist in the

Nitrogen Oxygen Fluorine
7N sO £

among its electron shells, but keep in mind that
these are simplified models. The elements are
arranged in rows, each representing the filling
of an electron shell. As electrons are added,
they occupy the lowest available shell.
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lowest available state of potential energy, which they have in
the first shell However, the first shell can hold no more than
2 eectrons; thus, there are only two elements (hydrogen and
helium) in the first row of the table. An atom with more than
2 electrons must use higher shells because the first shell is full.
The next element, lithium, has 3 electrons. Two of these elec-
trons fill the first shell while the third electron occupies the
second shell. The second shell holds a maximum of 8 elec-
trons. Neon, at ihe end of the second row, has 8 electrons in
the second shell, giving it atotal of 10 electrons.

The chemica behavior of an atom depends mostly on the
number of electrons in its outermost shell. We call those outer
electrons valence electrons and the outermost electron shell
thevalence shell. Inthe case of lithium, thereisonly 1 valence
electron, and the second shell is the valence shell. Atoms with
the same number of electrons in their valence shells exhibit
similar chemical behavior. For example, fluorine (F) and chlo-
rine (Cl) both have 7 vaence electrons, and both combine
with the element sodium to form compounds (see Figure 2.2).
An atom with a completed valence shell is unreactive; that is,
it will not interact readily with other atoms it encounters. At
the far right of the periodic table are helium, neon, and argon,

Electron orbitals.
Each orbital holds
up to two electrons.

the three elements shown in Figure 2.8 that have full
valence shells. These elements are sad to be meaning
chemically unreactive. All the other atoms in Figure 2.8 are
chemically reactive because they have incomplete valence
shells.

Electron Orbitals

Early in the 20th century, the electron shells of an atom were
svisudized as concentric paths of eectrons orbiting the nu-
cleus, somewhat planets orhiting the It is sill con-
venient to use two-dimensiona concentric-circle diagrams
symbolize electron shells, asin Figure 2.8, if we bear in mind
that an electron shell represents distance of an
electron from the nucleus. Thisis only a model, however, and
it does not real of an atom. In redity, can
never know the exact path of an electron. What we do
instead is describe the space in which an electron spends most
of its time. The three-dimensional space where an electron is
found 90% of the called an orbital.

Fach electron shell consists of a specific number of orbitals
of distinctive shapes and orientations (Figure 2.9). You can

Electron-shell diagrams.

Each shell is shown with e \
its maximum number of \ !

- /
electrons, grouped in pairs. N ‘

(a) First shell
(maximum
2 electrons)

A Figure 2.9 Electron orbitals. The three-
dimensional shapes in the top half of this figure
represent electron orbitals—the volumes of
space where the electrons of an atom are most
likely to be found. Each orbital hoids a
maximum of 2 electrons. The bottom half of
the figure shows the corresponding electron-
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(b) Second shell
(maximum
8 electrons)

shell diagrams, (a) The first electron shell has
one spherical (5) orbital, designated 1s. (b)The
second and all higher shells each have one
larger s orbital (designated 25 for the second
shell) plus three dumbbell-shaped orbitals called
p orbitals (2p for the second shell). The three
2p orbitals lie at right angles to one another

(c) Neon, with two filled shells
(10 electrons)

along imaginary x-, y- and z-axes of the atom.
Each 2p orbital is outlined here in a different
color, (c) To symbolize the electron orbitals of
the element neon, which has a total of 10
electrons, we superimpose the 1s orbital of the
first shell and the 2s and three 2p orbitals of
the second shell.




think of an orhital as a component of an electron shell. (Recall
that an electron shell corresponds to a particular energy level.)
The first electron shell has only one spherica s orbital (called
Is), but the second shell has four orbitals; one large spherical
s orbital (caled 2s) and three dumbbell-shaped p orbitals
(called 2p orbitals). Each 1p orbital is oriented at right angles
to the other two 2p orbitals (see Figure 2.9). (The third and
higher electron shells dso have s and p orbitals, aswell as or-
bitals of more complex shapes.)

No more than 2 electrons can occupy asingle orbital. The
first electron shell can therefore accommodate a maximum of
2 electrons in its s orhital. The lone electron of a hydrogen
atom occupies the Ls orbital, as do the 2 electrons oi ahelium
atom. The four orbitals of the second electron shell can hold a
maximum of 8 electrons. Electrons in each of the four orbitals
tiave nearly the same energy but they move in different vol-
umes of space.

The reactivity of atoms arises from the presence of un-
paired electronsin one or more orhitals of their valence shells.
Notice that the electron configurations in Figure 2.8 build up
with the addition of 1 electron a atime. For smplicity, we
place 1 electron on each side of the outer shell until the shell
is haf full, and then pair up electrons until the shell is full.
When atoms interact to complete their valence shells, it is the
unpaired electronsthat areinvolved.

Concept Check «

1. A lithium atom has 3 protons and 4 neutrons. What

isits aomic mass in daltons?

2. A nitrogen atom has 7 protons, and the most com-
mon isotope of nitrogen has 7 neutrons. A radioac-
tive isotope of nitrogen has 8 neutrons. What is the
atomic number and mass number of this radioactive
nitrogen? Write as a chemical symbol with a sub-
script and superscript.

. Look at Figure 2.8, and determine the atomic num-
ber of magnesium. How many protons and electrons
does it have? How many electron shells? How many
valence electrons are in the valence shell?

4. In an electron-shell diagram oi phosphorus, in
which shell do electrons have the most potential en-
ergy? In which shell do eectrons have the leest po-
tential energy?

. How many electrons does fluorine have? How many
eectron shells? Name the orbitals that are occupied.
How many unpaired electrons does fluorine have?

w

ol

For suggested answers, see Appendix A.

The formation and function of
molecules depend on chemical
bonding between atoms

Now that we have looked at the structure of atoms, we can
move up the hierarchy of organization and see how atoms
combine to form molecules and ionic compounds. Atoms with
incomplete valence shells can interact with certain other atoms
in such away that each partner completesits valence shell: The
atoms either share or transfer valence electrons. These interac-
tions usudly result in atoms staying close together, held by
attractions called chemical bonds. The strongest kinds of
chemical bonds are covalent bonds and ionic bonds.

Covaent Bonds

A covalent bond is the sharing of a pair of valence electrons
by two atoms. For example, lets consider what happens
when two hydrogen atoms approach each other. Recdl that
hydrogen has 1 valence electron in the first shell, but the
shell's capacity is 2 eectrons. When the two hydrogen atoms
come close enough for their Is orbitals to overlap, they
share their electrons (Figure 2.10). Each hydrogen atom now
has 2 electrons associated with it in what amounts to a com-
pleted valence shell, shown in an electron-shell diagram in

Hydrogen atoms (2 H)
O In each hydrogen o e
atom, the single electron o . F .
is held in its orbital by fﬁ'
its attraction to the "
proton in the nucleus. " -

@ When two hydrogen
atoms approach each
other, the electron of
each atom is also
attracted to the proton
in the other nucleus.

9 The two electrons
become shared in a
covalent bond,
forming an H,
molecule.

A Figure 2.10 Formation of a covalent bond.
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Figure 2.11a. Two or more atoms held together by covalent
bonds constitute a molecule. In this case, we have formed a
hydrogen molecule. We can abbreviate the structure of this
molecule as H=H, where the line represents a Sngle covaent
bond, or smply a single bond—that is, a pair of shared elec-
trons. This notation, which represents both atoms and bonding,
iscaled astructural formula. We can abbreviate even further
by writing H,, a molecular formula indicating smply that
the molecule consists of two atoms of hydrogen.

With 6 electrons in its second electron shell, oxygen needs
2 more electrons to complete its valence shell. Two oxygen
atoms form a molecule by sharing two pairs of vaence elec-
trons (Figure 2.11b). The atoms are thus joined by what is
caled a double covalent bond, or smply a double bond.

Each atom that can share valence electrons has a bonding
capacity corresponding to the number of covaent bonds the
atom can form. When the bonds form, they give the atom a full
complement of electrons in the valence shell. The bonding ca
pecity of oxygen, for example, is 2. This bonding capacity is
caled the atom's valence and usudly equals the number of
unpaired electrons in the atom's outermost (valence) shell. See
if you can determine the valences of hydrogen, oxygen, nitro-
gen, and carbon by studying the electron configurations in
Figure 2.8. By counting the unpaired electrons, you can see that
the valence of hydrogen is 1; oxygen, 2; nitrogen, 3; and car-
bon, 4. A more complicated case is phosphorus (P), another €-
ement important to life. Phosphorus can have avaence of 3, as
we would predict from its 3 unpaired electrons. In biologicaly
important molecules, however, we can consder it to have a
valence of 5, forming three single bonds and one double bond.

The molecules H, and O, are pure elements, not com-
pounds. (Recdl that a compound is a combination of two or
more different elements.) An example of a molecule that is a
compound is water, with the molecular formula H,O. It takes
two atoms of hydrogen to sty the valence of one oxygen
atom. Figure 2.11c shows the structure of a water molecule.
Water is so important to life that Chapter 3 is devoted entirely
to its structure and behavior.

Another molecule that is a compound is methane, the main
component of natural gas, with the molecular formula CH,4
(Figure2.11d). It takes four hydrogen atoms, each with avaence
of 1. to complement one atom of carbon, with its valence of 4.
We will look a many other compounds of carbon in Chapter 4.

The attraction of a particular kind of atom for the electrons
of a covaent bond is caled its electronegativity. The more
electronegative an atom, the more strongly it pulls shared elec-
trons toward itsdf. In a covalent bond between two atoms of
the same element, the outcome of the tug-of-war for common
electrons is a gandoff; the two atoms are equally electronega-
tive. Such abond, in which the electrons are shared equaly, is
anonpolar covalenl bond. For example, the covalent bond of
H, is nonpolar, as is the double bond of O,- In other com-
pounds, however, where one atom is bonded to a more dec-
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Name Electron- Structural Space-
(molecular shelf formula filling
formula) diagram model

(a) Hydrogen (H>).
Two hydrogen
atoms can form a
single bond.

4

(fa) Oxygen (O,).
Two oxygen atoms
share two pairs of
electrons to form
a double bond.

(lip)
(c) Water (H;0).

e o

Two hydrogen
atoms and one 1| _ .
oxygen atom are g e O—H
joined by covalent s H
bonds to produce a .
molecule of water.

H

T S ! I
|
H

A Figure 2.11 Covalent bonding in four molecules. A single
covalent bond consists of a pair of shared electrons. The number of
electrons required to complete an atom's valence shell generally
determines how many bonds that atom will form. Three ways of
indicating bonds are shown; the space-filling model comes closest to
representing the actual shape of the molecule (see also Figure 2.16).

(d) Methane (CHag).
Four hydrogen
atoms can satisfy
the valence of [ —
one carbon 1=
atom, forming
methane.

tronegetive atom, the electrons of the bond are not shared
equaly. This sort of bond is caled a polar covalent bond.
Such bonds vary in their polarity, depending on the relaive
electronegativity of the two atoms. For example, the individual
bonds of methane (CH,) are dightly polar because carbon and
hydrogen differ dightly in electronegetivity. In a more extreme
example, the bonds between the oxygen and hydrogen atoms
of a water molecule are quite polar (Figure 2.12). Oxygen is
one of the most electronegetive of the 92 elements, attracting
shared eectrons much more strongly than hydrogen does. In a
covalent bond between oxygen and hydrogen, the electrons
spend more time near the oxygen nucleus than they do near the
hydrogen nucleus. Because electrons have a negative charge,
the unequal sharing of electrons in water causes the oxygen
aom to have a partia negative charge (indicated by the Gresk
letter 8 before a minus sign, 8—, or "ddta minus') and each
hydrogen atom a partia positive charge (8+, or "ddta plus").




E ecause oxygen (O) is more electronegative than hydrogen (H),
shared electrons are pulled more toward oxygen.

| This results in a
partial negative
charge on the

| oxygen and a
partial positive

/ | charge on

the hydrogens.

A Figure 2.12 Polar covalent bonds in a water molecule.

lonic Bonds

In some cases, two atoms are so unequal in their attraction
for valence electrons that the more electronegative atom
strips an electron completely away from its partner. This is
what happens when an atom of sodium (,Na) encounters an
atom of chlorine (-|;Cl) (Figure 2.13). A sodium atom has a
total of 11 electrons, with its single valence electron in the
third electron shell. A chlorine atom has a total of 17 elec-
trons, with 7 electrons in its valence shell. When these two
atoms meet, the lone valence electron of sodium is trans-
ferred to the chlorine atom, and both atoms end up with their
valence shells complete. (Because sodium no longer has an
electron in the third shell, the second shell is now the valence
shell.)

The eectron transfer between the two atoms moves one
unit of negative charge from sodium to chlorine. Sodium. now
with 11 protons but only 10 electrons, has a net electrica
charge of 1+. A charged atom (or molecule) is caled anion.
When the charge is positive, the ion is specificaly caled a
cation; the sodium atom has become a cation. Conversely, the
chlorine atom, having gained an extra electron, now has 17
protons and 18 electrons, giving it a net electrical charge of
1— it has become a chloride ion—an anion, or negatively

O The lone valence electron of a sodium
atom is transferred to join the 7 valence
electrons of a chlorine atom.

> Figure 2.13 Electron transfer and
ionic bonding. The attraction between
oppositely charged atoms, or ions, is an ionic Na
bond. An ionic bond can form between any Sodium atom
two oppositely charged ions, even if they have

not been formed by transfer of an electron

from one to the other.

charged ion. Because of their opposite charges, cations and
anions attract each other; this attraction is cdled an ionic
bond. The transfer of an eectron is not the formation ol a
bond; rather, it allows a bond to form because it resultsin two
ions. Any two ions of opposite charge can form anionic bond.
The ions need not have acquired their charge by an electron
transfer with each other.

Compounds formed by ionic bonds are cdled ionic com-
pounds, or salts. We know the ionic compound sodium chlo-
ride (NaCl) as table sdt (Figure 2.14). Sdts are often found in
nature as crystas of various Szes and shapes, each an aggregate
of vast numbers of cations and anions bonded by their eectrical
dtraction and arranged in a three-dimensional lattice. A st
crystal does not consist of molecules in the sense that a covalent
compound does, because a covaently bonded molecule has a
definite size and number of atoms. The formula for an ionic
compound, such as NaCl, indicates only the ratio of ementsin
acryda of the sdt. "NaCl" isnot amolecule.

< Figure 2.14 A sodium
chloride crystal. The sodium
ions (Na*) and chloride ions (CI~)
are held together by ionic bonds.
The formula NaCl tells us that the

ratio of Na” to CI" is 1:1.

Q Each resulting ion has a completed
valence shell. An ionic bond can form
between the oppositely charged ions.

ci-
Chbride ion
(an anion)

Sodium chloride (NaCl)
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Not al salts have equal numbers of cations and anions. For
example, the ionic compound magnesium chloride (MgCl,)
has two chloride ions for esch magnesium ion. Magnesum
(«Mg) must lose 2 outer electrons if the atom is to have a
complete valence shell, so it tends to become a cation with a
net charge of 2+ (Mg”"). One magnesium cation can there-
fore form ionic bonds with two chloride anions.

The term ion also applies to entire molecules that are elec-
tricaly charged. In the st ammonium chloride (NH,C1), for
instance, the anion is a single chloride ion (Cl™), but the
cation is ammonium (NH,"), a nitrogen atom with four cova-
lently bonded hydrogen atoms. The whole ammonium ion
has an electrica] charge of 1+ becauseit is 1 electron short.

Environment affects the strength of ionic bonds. In a dry
<t crystal the bonds are so strong that it takes a hammer and
chisel to break enough of them to crack the crystal in two.
Place the same sdlt crystal in water, however, and the sdlt dis-
solves as the attractions between its ions decrease. In the next
chapter, you will learn how water dissolves salts.

Weak Chemical Bonds

In living organisms, most of the strongest chemical bonds are
covalent ones, which link atoms to form a cell's molecules.
But weaker bonding within and between moleculesis aso in-
dispensable in the cell, where the properties of life emerge
from such interactions. The most important large biological
molecules are held in their functiona form by weak bonds.
In addition, when two molecules in the cell make contact,
they may adhere temporarily by weak bonds. The reversibil-
ity of weak bonding can be an advantage: Two molecules can
come together, respond to one another in some way, and then
separate.

Severa types of wesk chemical bonds are important in liv-
ing organisms. One is the ionic bond, which we just dis-
cussed. Another type of weak bond, crucia to life, is known
as a hydrogen bond.

Hydrogen Bonds

Among the various kinds of weak chemica bonds, hydrogen
bonds are so important in the chemistry of life that they de-
serve special attention. A hydrogen bond forms when a
hydrogen atom covaently bonded to one electronegative atom
is a0 attracted to another electronegative atom. In living cells,
the electronegative partners involved are usually oxygen or ni-
trogen atoms. Refer to Figure 2.15 to examine the simple case
of hydrogen bonding between water (H,O) and ammonia
(NHs). In the next chapter, well see how hydrogen bonds
between water molecules alow some insects to walk on water.

Van der Waals Interactions

Even a molecule with nonpolar covalent bonds may have posi-
tively and negatively charged regions. Because electrons are in
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A hydrogen
bond results
from the
attraction
between the
partial positive
charge on the
hydrogen atom
of water and
the partial
negative charge
on the nitrogen
atom of
ammonia.

« Figure 2.15 A hydrogen bond.

constant motion, they are not aways symmetricaly distributed
in the molecule; at any instant, they may accumulate by chance
in one part of the molecule or another. The results are ever-
changing “hot spots" of positive and negative charge that enable
dl atoms and molecules to stick to one another.
These van der Waadls interactions are wesk
and occur only when atoms and molecules
are very close together. In spite of their
weakness, van der Waals interactions were
recently shown to be responsible for the
ability of a gecko lizard (right) to walk up
a wal. Each gecko toe has hundreds of
thousands of tiny hairs, with multiple
projections at the hair's tip that increase
surface area. Apparently, the van der Wads =
interactions between the hair tip molecules E
and the molecules of the wall's surface are so nu- LY
merous that in spite of their individual weakness, *E,
together they can support the geckos body weight. '-{-;
Van der Wadls interactions, hydrogen bonds, ionic %
bonds, and other wesk bonds may form not only be-
tween molecules but aso between different regions of a
single large molecule, such as a protein. Although these |
bonds are individually weak, their cumulative effedt is to
reinforce the three-dimensional shape of a large molecule. You
will learn more about the very important biological roles of
week bondsin Chapter 5.

Molecular Shape and Function

A molecule has a characteristic Size and shape. The precise
shape of amoleculeis usualy very important to its function in
the living cell.

A molecule consisting of two atoms, such as H, or Oy, is
adways linear, but molecules with more than two atoms have




Four hybrid orbitals

—7 Thiea p arbitals

| Tetrahedron

{a) Hybridization of orbitals. The single s and three p orbitals of a
valence shell involved in covaient bonding combine to form four
teardrop-shaped hybrid orbitais. These orbitals extend to the four
comers of an imaginary tetrahedron (outlined in pink).

Hybrid-orbital model
(with ball-and-stick
modei superimposed)

Space-filling Ball-and-stick
model model

Unbordeds.
electron

Water (H;0)

3

Methane (CHq)

(b) Molecular shape models. Three models representing molecular
shape are shown for two examples: water and methane. The
positions of the hybrid orbitals determine the shapes of the
molecules.

A Figure 2.16 Molecular shapes due to hybrid orbitals.

more complicated shapes. These shapes are determined by the
positions of the atoms When an atom forms covaient
orbitalsinitsvalenceshell rearrange. For atomswith
vaence electrons in both s and p orbitals (review Figure 2.9),
the single s and three p orbitals hybridize to form new
hybrid orbitals shaped like identical teardrops extending from
the region of the atomic nucleus (Figure 2.16a). If we connect
the larger ends of the teardrops with lines, we have the outline
of ageometric shape cdled a tetrahedron, similar to a pyramid.
For the water molecule (H,0), two of the hybrid orbitas in
the oxygen atom's valence shell are shared hydrogen atoms
{Figure 2.16b). The result is a molecule shaped roughly like aY
its two covaient bonds spread apart at an angle of 104.5°.
The methane molecule (CH,4) has the shape of a completed
tetrahedron because dl four hybrid orbitals of carbon are
shared with hydrogen atoms Figure 2.16b). The nucleus

of the carbon is at the center, with its four covaient bonds ra-
diating to hydrogen nuclei at the corners of the tetrahedron.
Targer molecules containing multiple carbon atoms, includ-
ing many of the molecules that make up living matter, have
more complex overal shapes. However, the tetrahedral shape
of a carbon atom bonded to four other atoms is often a re-
peating motif within such molecules.

Molecular shape is crucid in biology because it determines
how biological molecules recognize and respond to one another
with specificity. Only moleculeswith complementary shapesare
able to bind to each other by wesk bonds. An example of this
specificity is provided by a mechanism of pain control. Natural
sgnal molecules caled endorphins bind to specific molecules,
called receptors, on the surface of brain cells, producing eupho-
ria and relieving pain. It turns out that molecules with shapes
smilar to endorphinshavesimilar eflects. Morphine, heroin, and
other opiate drugs, for example, mimic endorphins by binding
to endorphin receptors in the brain (Figure 2.17). The role of
molecular shape in brain chemistry illusirates the relationship be-
tween structure and function, one of biology's unifying themes.

Natural
endaorphin

(@) Structures of endorphin and morphine. The boxed portion of
the endorphin molecule (left) binds to receptor molecules on target
cells in the brain. The boxed portion of the morphine molecule (right)
is a close match.

Brain cell

(b) Binding to endorphin receptors. Endorphin receptors on the
surface of a brain cell can bind to both endorphin and morphine.

A Figure 2.17 A molecular mimic. Morphine affects pain
perception and emotional state by mimicking the brain's natural
endorphins.
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Concept Check i

1. Why does the following structure fail to make sense
chemically?
H—c=c—H
2. Explain what holds together the atoms in a crystal of
magnesium chloride (MgGy).
For suggested answers, seeAppendixA.

Chemical reactions make and
break chemical bonds

The making and breaking of chemical bonds, leading to
changes in the composition of matter, are called chemical
reactions. An example is the reaction between hydrogen and
oxygen to form water:

—_— 2 HO

Reactants Reaction Products.

This reaction breaks the covalent bonds of H, and O, and
forms the new bonds of H,O. When we write a chemical
reaction, we use an arrow to indicate the conversion of the
starting materias, caled the reactants, to the products. The
coefficients indicate the number of molecules involved; for
example, the coefficient 2 in front of the H, means that the
reaction starts with two molecules of hydrogen. Notice that al
atoms of the reactants must be accounted for in the products.
Matter is conserved in a chemical reaction: Reactions cannot
create or destroy matter but can only rearrange it.

Photosynthesis, which takes place within the cdls of green
plant tissues, is a particularly important example of how chemi-
cd reactions rearrange matter. Humans and other animals
ultimately depend on photosynthesis for food and oxygen, and
this process is a the foundation of dmogt al ecosysems. The
following chemical shorthand summarizes the process of photo-
synthesis:

6 CO; + 6 HO—> CuHOf, + 6 O,
The raw materials of photosynthesis are carbon dioxide
(CO,), which is taken from the air, and water (H,0), which is
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absorbed from the soil. Within the plant cells, sunlight
powers the conversion of these ingredients to a sugar called
glucose (CgH1206) and oxygen molecules (O,), a by-product
that the plant releases into the surroundings (Figure 2.18}.
Although photosynthesis is actualy a sequence of many
chemical reactions, we till end up with the same number
and kinds of atoms we had when we started- Matter has sim-
ply been rearranged, with an input of energy provided by
sunlight.

Some chemica reactions go to completion; thet is, dl the
reactants are converted to products. But most reactions at-
reversible, the products of the forward reaction becoming the re-
actants for the reverse reaction. For example, hydrogen and
nitrogen molecules can combine to form ammonia, but ammo-
nia can also decompose to regenerate hydrogen and nitrogen:

3 Hy + N M 2NHs

The opposite-headed arrows indicate that the reaction is
reversible.

One of the factors affecting the rate of a reaction is the
concentration ol reactants. The greater the concentration of
reactant molecules, the more frequently they collide with one
another and have an opportunity to react to form products.
The same holds true for the products. As products accumulate,
collisions resulting in the reverse reaction become increasingly
frequent. Eventualy, the forward and reverse reactions occur at
the same rate, and the relative concentrations of products and
reactants stop changing. The point at which the reactions df-
st one another exactly is caled chemical equilibrium. Thisis
adynamic equilibrium; reactions are till going on, but with no
net effect on the concentrations of reactants and products.
Equilibrium does not mean that the reactants and products are

A Figure 2.18 Photosynthesis: a sofar-powered
rearrangement of matter. Elodea, a freshwater plant, produces
sugar by rearranging the atoms of carbon dioxide and water in the
chemical process known as photosynthesis, which is powered by
sunlight. Much of the sugar is then converted to other food molecules.
Oxygen gas (O,) is a by-product of photosynthesis; notice the bubbles
of oxygen escaping from the leaves in the photo.




equal in concentration, but only that their concentrations have
stabilized at a particular ratio. The reaction involving ammonia
reaches equilibrium when ammonia decomposes as rapidly as
it forms. In this case, thereisfa more ammoniathan hydrogen
and nitrogen at equilibrium.

We will return to the subject of chemical reactions after
more detailed study of the various types of molecules that
are important to life. In the next chapter, we focus on water,
the substance in which al the chemical processes of living
organisms occur.

Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, Investigations, and other interactive study aids.

I SUMMARY OF KEY CONCEPTS

I a

Matter consists of chemical elementsin pure form
and in combinations called compounds

I* Elements and Compounds (pp. 32-33) Elements cannot be

broken down chemically to other substances. A compound con-
tains two or more elements in a fixed ratio.

I*- Essential Elements of Life (pp. 33-34) Carbon, oxygen, hy-
drogen, and nitrogen make up approximately - 96% of living matter.

Are Space Rocks Analyzed for Signs of Life?
| Concept == |

An element's properties depend on the structure of
its atoms

Subatomic Particles (p. 34) An atom is the smallest unit of
an element. An atom has a nucleus made up of positively
charged protons and uncharged neutrons, as well as a surround-
ing cloud of negatively charged electrons.

Activity Sructure of the Atomic Nucleus

.

.

Atomic Number and Atomic Mass (pp. 34-35) The num-
ber of electrons in an electrically neutral atom equals the number
of proions.

I sotopes (pp. 35-36) Most elements have two or more isotopes,
different in neutron number and therefore mass. Some isotopes
are unstable and give off particles and energy as radioactivity.

Radioactive tracers help biologists monitor biological processes.

.

.

The Energy Levels of Electrons (pp. 36-37) In an atom,
electrons occupy specific energy levels, each of which can be
represented by an electron shell of that atom.

.

Electron Configuration and Chemical Properties
(pp. 37-38) Electron configuration determines the chemical
behavior of an atom. Chemical behavior depends on the num-
ber of valence electrons—electrons in the outermost shell. An
atom with an incomplete valence shell is reactive.

Electron Arrangement

.

Electron Orbitals (pp. 38-39) Electrons move within or-
bitals, three-dimensional spaces with specific shapes located
within each successive shell.

an Atom

Concept Check

1. Refer to the reaction between hydrogen and oxygen
to form water, shown as a ball-and-stick model on
page 44. Draw the electron-shell diagram represent-
ing this reaction.

2. Which occurs fagter at equilibrium, the formation of
products from reactants, or reactants from products?

For suggestedanswers, secAppendixA.

The formation and function of molecules depend on
chemical bonding between atoms

Covalent Bonds (pp. 39-41) Chemical bonds form when
atoms interact and complete their valence shells. A single
covalent bond is the sharing of a pair of valence electrons by
two atoms; double bonds are the sharing of two pairs of
electrons. Molecules consist of two or more covalently bonded
atoms. Electrons of a polar covalent bond are pulled closer

to the more electronegative atom. A covalent bond is nonpolar
if both atoms are the same and therefore equally
electronegative.

Activity Covalent Bonds

Activity Nonpolar and Polar Molecules

.

.

lonic Bonds (pp. 41-42) Two atoms may differ so much in
electronegativity that one or more electrons are actualy trans-
ferred from one atom to the other. The result is a negatively
charged ion (anion) and a positively charged ion (cation). The
attraction between two ions of opposite charge is called an
ionic bond.

Activity lonic Bonds

.

Weak Chemical Bonds (p. 42) A hydrogenbond is a weak
attraction between one electronegative atom and a hydrogen
atom that is covalently linked to another electronegative atom.
Van der Waals interactions occur when transiently positive and
negative regions of molecules attract each other. Weak bonds re-
inforce the shapes of large molecules and help molecules adhere
to each other.

Activity Hydrogen Bonds

.

Molecular Shape and Function (pp. 42-44) A molecule's
shape is determined by the positions of its atoms' valence
orbitals. When covalent bonds form, the s and p orbitals in
the valence shell of an atom may combine to form four hybrid
orbitals that extend to the corners of an imaginary tetrahe-
dron; such orbitals are responsible for the shapes of H,0,
CHy,4, and many more complex biological molecules. Shape is
usually the basis for the recognition of one biological mole-
cule by another.

[ Concept = = |
Chemical reactions make and break chemical bonds

« Chemical reactions change reactants into products while con-
serving matter. Most chemical reactions are reversible. Chemical
equilibrium is reached when the forward and reverse reaction
rates are equal (pp. 44-45).
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Evolution Connection
The text states that the percentages occurring
making up the human body (see Table 2.1) are similar to the per-
centages of these elements found in other organisms. could
you account for this similarity

Scientific Inquiry
(Bombyx
attract males by emitting chemical signals
that spread through the air. A
of meters these
toward their The
sensory organs responsible for this behav-

ior are the antennae visible in .
the photograph here. filament of
antenna is equipped thousands of
detect the sex attractant. Based on what you learned
in this chapter, propose a hypothesis to account for the

male moth to detect a specific molecule in the presence of
molecules ar. What does your hypothesis make?
Design an experiment to test one of these predictions.

Are Space Rocks Analyzed jar Signs of Life?
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Science, Technology, and Society
While waiting at an airport, Neil Campbell once overheard this
claim: "Its paranoid and ignorant to worry about industry or agricul-
ture contaminating the environment with their chemical wastes. After
al, this suff isjust made of the same atoms that were aready present
in our environment." How would you counter this argument?




~ Water and the

Fitness of the
Environment

| Key Concepts

3.1 The polarity of water molecules results in
hydrogen bonding

3.2  Four emergent properties of water contribute
to Earth's fitness for life

3.3 Dissociation of water molecules leads to
acidic and basic conditions that affect living
organisms

Overview

The Molecule That Supports
All of Life

s astronomers study newly discovered planets orbiting

distant stars, they hope to find evidence of water on

these fa-off celestial bodies, for water is the substance
that makes possible life aswe know ii here on Earth. All organ-
isms familiar to us are made mostly of water and live in an en-
vironment dominated by water. Water is the biological medium
here on Earth, and possibly on other planets as well.

Life on Earth began in water and evolved there for 3 hillion
years before spreading onto land. Modern life, even terrestrial
(land-dwelling) life, remains tied to water. All living organisms
require water more than any other substance. Human beings,
for example, can survive for quite a few weeks without food,
but only aweek or so without water. Molecules of water partic-
ipate in many chemical reactions necessary to sustain life. Most
cells are surrounded by water, and cells themselves are about
70-95% water. Three-quarters of Earths surface is submerged
in water (Figure 3.1). Although most of this water isin liquid
form, water is dso present on Earth as ice and vapor. Water is
the only common substance to exist in the natural environment
in &l three physical states of matter: solid, liquid, and gas.

« Figure 3.1 A view of Earth from space, showing our
planet's abundance of water.

The abundance of water is a mgjor reason Earth is habit-
able. In a classic book called The Fitness of the Environment,
ecologist Lawrence Henderson highlights the importance of
water to life. While acknowledging that life adapts to its envi-
ronment through natural selection, Henderson emphasizes
that for life to exist at all, the environment must first be a suit-
able abode. In this chapter, you will learn how the structure of
awater molecule dlows it to form weak chemical bonds with
other molecules, including other water molecules. This ability
leads to unique properties that support and maintain living
systems on our planet. Your objective in this chapter is to de-
velop a conceptual understanding of how water contributes to
the fitness of Earth for life.

The polarity of water molecules
results in hydrogen bonding

Water is so common that it is easy to overlook the fact that it
isan exceptiona substance with many extraordinary qualities.
Following the theme of emergent properties, we can trace
waters unique behavior to the structure and interactions of its
molecules.

Studied in isolation, the water molecule is deceptively sim-
ple. Its two hydrogen atoms are joined to the oxygen atom by
single covalent bonds. Because oxygen is more electronegative
than hydrogen, the electrons of the polar bonds spend, more
time closer to the oxygen atom. In other words, the bonds that
hold together the atoms in a water molecule are polar covaent
bonds. The water molecule, shaped something like awide Y is
apolar molecule, meaning that opposite ends of the molecule
have opposite charges: The oxygen region of the molecule has
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A Figure 3.2 Hydrogen bonds between water molecules.
The charged regions of a polar water molecule are attracted to
oppositely charged parts of neighboring molecules. Each molecule can
hydrogen-bond to multiple partners, and these associations are
constantly changing. At any instant in liquid water at 37°C (human
body temperature), about 15% of the molecules are bonded to four
partners in short-lived clusters.

a partial negative charge (5—), and the hydrogens have a par-
tia postive charge (6+) (see Figure 2.12).

The anomalous properties of water arise from attractions
between these polar molecules. The attraction is electrical;
the dightly positive hydrogen of one molecule is attracted
to the dlightly negative oxygen of a nearby molecule. The
two molecules are thus held together by a hydrogen bond
(Figure 3.2). Although the arrangement of molecules in a
sample of liquid water is constantly changing, & any given
moment, many of the molecules are linked by multiple hy-
drogen bonds. The extraordinary qualities of water are
emergent properties resulting from the hydrogen bonding
that orders molecules into a higher level of structural
organization.

1. What is electronegativity and how does it affect in-
teractions between water molecules?

2, Wy isit unlikely that two neighboring water mole-
cules would be arranged like this?

(0} (0]
]

For suggested answers, see Appendix A.
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Four emergent properties of
water contribute to Earth's
fitness for life

We will examine four of water's properties that contribute to
the suitability of Earth as an environment for life. These are
water's cohesive behavior, its ability to moderate temperature,
its expansion upon freezing, and its versatility as a solvent.

Cohesion

Water molecules stay close to each other as a result of hydro-
gen bonding. When water is in its liquid form, its hydrogen
bonds are very fragile, about one-twentieth as strong as covar
lent bonds. They iorm, break, and re-form with great fre-
quency. Each hydrogen bond lasts only a few trillionths of a
second, but the molecules are constantly forming new bonds
with a succession of partners. Thus, at any instant, a substan-
tia percentage ol dl the w~ata molecules are bonded to their
neighbors, making water more structured than most other lig-
uids. Collectively, the hydrogen bonds hold the substance to-
gether, a phenomenon caled cohesion.

Cohesion due to hydrogen bonding contributes to the trans-
port of water and dissolved nutrients against gravity in plants
(Figure 3.3). Water from the roots reaches the leaves through

A Figure 3.3 Water transport in plants. Evaporation from
leaves pulls water upward from the roots through water-conducting
cells, in this case located in the trunk of a tree. Cohesion due to
hydrogen bonding helps hold together the column of water within the
cells. Adhesion of the water to cell walls helps resist the downward
pull of gravity. Because of these properties, the tallest trees can
transport water more than 100 meters (m) upward—approximately
one-quarter the height of the Empire State Building in New York City.




A Figure 3.4 Walking on water. The high surface tension of
water, resulting from the collective strength of its hydrogen bonds,
allows the water strider to walk on the surface of a pond.

& network of water-conducting cells. As water evaporates
from a ledf, hydrogen bonds cause water molecules leaving
the veins to tug on molecules farther down, and the upward
pull is transmitted through the water-conducting cells dl the
way down to the roots. Adhesion, the clinging of one sub-
stance to another, also plays a role. Adhesion of water to the
walls of the cells helps counter the downward pull of gravity.

Related to cohesion is surface tension, a measure of how
difficult it is to stretch or break the surface of a liquid. Water
has a greater surface tension than most other liquids. At the
interface between water and air is an ordered arrangement
of water molecules, hydrogen-bonded to‘one another and to
the water below. This makes the water behave as though
coated with an invisible film. You can observe the surface ten-
sion of water by slightly overfilling a drinking glass; the water
will stand above the rim. In amore biological example, some
animals can stand, walk, or run on water without breaking
the surface (Figure 3.4).

Moderation of Temperature

Water moderates air temperature by absorbing heat from air
that is warmer and releasing the stored heat to air that is
cooler. Water is ffective as a heat bank because it can absorb
or release a relatively large amount of heat with only a dlight
change in its own temperature. To understand this capability
of water, we must first look briefly at heat and temperature.

Heat and Temperature

Anything that moves has kinetic energy, the energy of mo-
tion. Atoms and molecules have kinetic energy because they
are dways moving, although not necessarily in any particular
direction. The faster a molecule moves, the greater its kinetic

energy. Heat isameasure of the total amount of kinetic energy
due to molecular motion in a body of matter. Temperature
measures the intensity of heat due to the average kinetic
energy of the molecules. \When the average speed of the mol-
ecules increases, a thermometer records this as a rise in tem-
perature. Heat and temperature are related, but they are not
the same. A swimmer crossing the English Channel has a
higher temperature than the water, but the ocean contains far
more heat because of its volume.

Whenever two objects of different temperature are brought
together, heat passes from the warmer to the cooler object un-
til the two are the same temperature. Molecules in the cooler
object speed up at the expense of the kinetic energy of the
warmer object. An ice cube cools a drink not by adding cold-
ness to the liquid, but by absorbing heat from the liquid as the
ice itself melts.

Throughout this book, we will use the Celsius scale to in-
dicate temperature (Celsius degrees are abbreviated as °C). At
sea level, water freezes a 0°C and boils a 100°C. The tem-
perature of the human body averages 37°C, and comfortable
room temperature is about 20-25°C.

One convenient unit of heat used in thisbook is the calorie
(cal). A cdorieis the amount of heat it takes to raise the tem-
perature of 1 g of water by 1°C. Conversely a calorie is dso
the amount of heat that 1 g of water releases when it cools by
1°C. Akilocalorie (kcal), 1,000 cd, isthe quantity of heat re-
quired to raise the temperature of 1 kilogram (kg) of water by
1°C. (The "cdories' on food packages are actualy kilocalo-
ries) Another energy unit used in this book is the joule (J).
Onejoule equals 0.239 cd; one calorie equals 4.184 J-

Water's High Specific Heat

The ability of water to stabilize temperature stems from its rel-
aively high specific heat. The specific heat ol a substance is
defined as the amount of heat that must be absorbed or |ost
for ] g of that substance to change its temperature by 1°C. We
aready know water's specific heat because we have defined a
calorie as the amount of heat that causes 1 g of water to
change its temperature by 1°C. Therefore, the specific heat of
water is 1 calorie per gram per degree Celsius, abbreviated as
1 cal/g/°C. Compared with most other substances, water has
an unusually high specific heat. For example, ethyl acohol,
the type of dcohol in acoholic beverages, has a specific heat
of 0.6 call/g/°C—that is, only 0.6 cd is required to raise the
temperature of Ig of ethyl alcohol 1°C.

Because of the high specific heat of water relaive to other
materials, water will change its temperature less when it ab-
sorbs or loses agiven amount of heat. The reasonyou can burn
your fingers by touching the metal handle of a pot on the stove
when the water in the pot is still lukewarm is that the specific
heat of water is ten times greater than that of iron. In other
words, it will take only 0.1 cd to raise the temperature of 1 g
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1°C. Spedific heat be thought of as a of
how well a substance resists changing its temperature when
absorbs or releases heat. Water resists changing its tempera
ture; when it does change its temperature, it absorbs or loses a
relaively large quantity of heat for each degree of change.

We can trace water's high specific heat, like many of its other
hydrogen bonding. Heat must be absorbed in or-
der to break hydrogen bonds, and heat is released when hydro-
gen form. A calorie of heat causes a relatively smal
change in the temperature of water because of the heat is
used to disrupt hydrogen bonds before the water molecules can
begin fegter. And when the temperature of water drops
ghtly many additional bonds form, releasing
amount the form of heat.

What is the relevance of water's high hest to life
Earth? A large body of water can absorb and store a huge
amount of heal from the sun in the daytime and during sum-
mer while warming up only a degrees. And a night and
during winter, the gradually cooling water can warm ar.
Thisis the reason coasta areas generaly have milder climates
than inland regions. The specific heat of water also tends
to stabilize ocean temperatures, creating a favorable environ-
ment for marine life. Thus, its high specific heat,
the water that covers most of Earth temperature fluctu-
ations on land and in water within limits that permit life.
because organisms are primarily of water, they are more
able to in their own temperature than if they
were made of a liquid lower heat.

Evaporative Cooling

Molecules of any liquid stay close together because they are
another. Molecules moving fast enough to
overcome these attractions can depart the liquid and enter the
ar asgas. This transformation from a liquid to a gas is caled
vaporization, or evaporation. Recdl that the speed of molecular
movement varies and that temperature is the average kinetic
energy of molecules. Even at low temperatures, the speediest
can escapeinto the air. evaporation at
temperature; a glass of water at room temperature, for ex-
ample, will eventually evaporate. If aliquid is heated, the
kinetic energy of molecules increases and the liquid
evaporates more

Heat of vaporization is the quantity of heat a liquid must
absorb 1 g of it to be converted from liquid to the
gaseous state. For the reason that water has a high spe-
dfic it has a high hesat of vaporization relative to
most liquids. To evaporate 1 g of 25°C, about
580 cal of heat is needed—nearly double the amount needed
to vaporize agram of acohol or anmonia. Waters high heat of
vaporization is another emergent property caused by hydrogen

which must be broken before the can make
their exodus from the liquid.
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Water's high heat of vaporization helps moderate Earths
climate. A considerable amount of solar heat absorbed by
tropical sess is consumed during the evaporation of surface
water. Then, as moist tropical air circulates poleward, it re-
leases heat as it condenses to form rain.

Asaliquid evaporates, the surface of the liquid that remains
behind cools down. This evaporative cooling occurs becauise
the "hottest" molecules, those with the greatest kinetic energy,
are the most likely to leave as gas. It is as if the hundred fastest
runners at a college transferred to another school; the average
speed of the remaining students would decline.

Evaporative cooling of water contributes to the stability of
temperature in lakes and ponds and aso provides a mecha
nism that prevents terrestrial organisms from overheating. For
example, evaporation of water from the leaves of a plant helps
keep the tissues in the leaves from becoming too warm in the
sunlight. Evaporation of sweat from human skin dissipates
body heat and helps prevent overheating on a hot day or when
excess hest is generated by strenuous activity. High humidity
on a hot day increases discomfort because the high concentra-
tion of water vapor in the air inhibits the evaporation oi swesat

from the body.

Insulation of Bodies of Water by Floating Ice

Water is one of the few substances that are less dense as a solid
than as a liquid. In other words, ice floats in liquid water.
While other materids contract when they solidify, water ex-
pands. The cause of this exotic behavior is, once again, hy-
drogen bonding. At temperatures above 4°C, water behaves
like other liquids, expanding as it warms and contracting as it
cools. Water begins to freeze when its molecules are no longer
moving vigorously enough to break their hydrogen bonds. As
the temperature fdls to 0°C, the water becomes locked into a
crystalline lattice, each water molecule bonded to four part-
ners (Figure 3.5). The hydrogen bonds keep the molecules at
"arm's length," far enough apart to make ice about 10% less
dense (10% fewer molecules for the same volume) than liquid
water at 4°C. When ice absorbs enough heat for its tempera
ture to rise above 0°C. hydrogen bonds between molecules are
disrupted. As the crysta collapses, the ice melts, and mole-
cules are free to dip closer together. Water reaches its greatest
density at 4°C and then begins to expand as the molecules
move fegter. Keep in mind, however, that even in liquid water,
man)" of the molecules are connected by hydrogen bonds,
though only transiently: The hydrogen bonds are constantly
breaking and re-forming.

The ability of ice to float because of the expansion of water
as it solidifies is an important factor in the fitness of the envi-
ronment. If ice sank, then eventualy al ponds, lakes, and
even oceans would freeze solid, making life as we know it
impossible on Earth. During summer, only the upper few
inches of the ocean would thaw. Instead, when a deep body of




Hydrogen bonds are stable

i Figure 3.5 Ice: crystalline structure
and floating barrier. In ice, each molecule
is hydrogen-bonded to four neighbors in a

water cools, the floating ice insulates the liquid water below,
preventing it from freezing and allowing life to exist under the
fiozen surface, as shown in the photo in Figure 3.5.

1 he Solvent of Life

A sugar cube placed in a glass of water will dissolve. The glass
will then contain a uniform mixture of sugar and water; the
concentration of dissolved sugar will be the same everywhere
in the mixture. A liquid that is a completely homogeneous
mixture of two or more substances is caled a solution. The
dissolving agent of a solution is the solvent, and the sub-
stance that is dissolved is the solute. In this case, water is the
solvent and sugar is the solute. An aqueous solution isonein
which water is the solvent.

The medieval achemists tried to find a universal solvent,
one that would dissolve anything. They learned that nothing
works better than water. However, water isnot a universa sol-
vent; if it were, it would dissolve any container in which it was
stored, including our cells. But water is avery versatile solvent,
a quality we can trace to the polarity of the water molecule.

Suppose, for example, that a crystal of the ionic compound
sodium chloride (NaCl) is placed in water (Figure 3.6). At the
surface of the crystal, the sodium and chloride ions are ex-
posed to the solvent. These ions and the water molecules have
i: mutual affinity through electrical attraction. The oxygen re-
gions of the water molecules are negatively charged and cling
lo sodium cations. The hydrogen regions of the water mole-
cules are positively charged and are attracted to chloride anions.
As aresult, water molecules surround the individua sodium
and chloride ions, separating and shielding them from one an-
tither. The sphere of water molecules around each dissolved ion

spacious, ice has fewer molecules than an
equal volume of liquid water. In other words,
ice is less dense than liquid water. Floating ice
three-dimensional crystal. Because the crystal is becomes a barrier that protects the liquid

Liquid water
Hydrogen bonds
constantly break and re-form

water below from the colder air. The marine
organism shown here is called a euphausid
shrimp; it was photographed beneath the
antarctic ice.

iscalled ahydration shell. Workinginward from the surface of
the sdlt crystal, water eventudly dissolves dl the ions. The re-
ault is a solution of two solutes, sodium cations and chloride
anions, homogeneously mixed with water, the solvent. Other
ionic compounds aso dissolve in water. Seawater, for instance,
contains a great variety of dissolved ions, as do living cells.

A compound does not need to be ionic to dissolve in water;
compounds made up of nonionic polar molecules, such as

Negative
oxygen regions
of polar water ==—"

molecules are
attracted to sodium
cations (Na”).

Positive
hydrogen regions
of water molecules |

cling to chloride
anions (CI").

&. Figure 3.6 A crystal of table salt dissolving in water,
A sphere of water molecules, called a hydration shell, surrounds each
solute ion.
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(a) Lysozyme molecule in a nonaqueous
environment

(b) Lysozyme molecule (purple) in an aqueous
environment such as tears or saliva

A This oxygen is

& | attracted to a slight

i | positive charge on
the lysozyme

| molecule.

This hydrogen is attracted to a slight
negative charge on the lysozyme molecule.

(c) lonic and polar regions on the protein's surface
attract water molecules.

A Figure 3.7 A water-soluble protein. This figure shows human lysozyme, a protein

found in tears and saliva that has antibacterial action.

sugars, are dso water-soluble. Such compounds dissolve when
water molecules surround each of the solute

molecules as large as proteins can dissolve in have
ionic and polar regions on their surface (Figure 3.7). dif-
ferent kinds of compounds are dissolved (along with
ions) in the water of such biologica fluids as blood, the sap of
plants, and the liquid within al cells. Water is the solvent of life.

Hydrophilic and Hydrophobic Substances

Whether ionic or polar, any substance that has an afinity
water is said to be hydrophilic (from Greek hydro, water,
and philios, In some cases, substances can be hy-
drophilic without actually dissolving. For example,
componentsin cells are such molecules (or complexes of
molecules) that they do not dissolve. Instead, they
remain suspended aqueous liquid of the cell. Such
mixture is an example of a colloid, a stable suspension of fine
particles in a liquid. Another example of a hydrophilic sub-
stance that does dissolve is cotton, a plant product. Cot-
ton consists of giant molecules of cellulose,
numerous regions of partial positive and partial negative
charges associated with polar bonds. Water adheres to the cel-
lulose fibers. Thus, a cotton towel does a grest job of drying
the body, yet does not dissolve in the washing machine. Cel-

lulose is dso the walls of water-conducting cells in
a plant; you earlier how the adhesion of water to
hydrophilic allows water transport to occur.

There are, of course, substances that do not have an afinity
for water. Substances that are nonionic and nonpolar actualy
seem to repel water; these substances are said to be hydro-
phobic (from the Greek phobos, fearing). An example from the
kitchen is vegetable as you know, does not mix
stably with water-based substances such as vinegar. The hy-
drophobic behavior oil molecules results from
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lence of relatively nonpolar bonds, in this case bonds between
carbon and hydrogen, which share electrons amost equally
Hydrophobic molecules related to oils are major ingredients
of cdl membranes. (Imagine what would happen to a cell if its
membrane dissolved.)

Solute Concentration in Aqueous Solutions

Biologica chemistry is "wet" chemistry. Mogt of the chemical re-
actions in organisms involve solutes dissolved in water. To un-
derstand chemical reactions, we need to know how many atoms
and molecules areinvolved. Thus, it isimportant to leam how tip
caculate the concentration of solutes in an agueous solution
(the number of solute molecules in a volume of solution).
When carrying out experiments, we use mass to calculate
the number of molecules. We know the mass of each atom in
a given molecule, so we can calculate its molecular mass,
which is smply the sum of the masses of dl the atomsin a
molecule. As an example, lets calculate the molecular mass of
table sugar (sucrose), which has the molecular formula
C12H220i - In round numbers of daltons, the mass of a car-
bon atom is 12, the mass of a hydrogen atom is 1, and the
mass of an oxygen atom is 16. Thus, sucrose has a molecula-
mass of 342 daltons. Oi course, weighing out small numbers
of molecules is not practical. For this reason, we usualy
measure substances in units caled moles, just as a dozen d-
ways means 12 objects, a mole (mol) represents an exacc
number of objects—6.02 X 10%, which is called AvogadroS
number. Because of the way in which Avogadro's number and
the unit dalton were originally defined, there are 6.02 x 10*
daltons in 1 gram. This is significant because once we deter-
mine the molecular mass of a molecule such as sucrose, we
can use the same number (342), but with the unit gram, to
represent the mass ol 6.02 X 10* molecules of sucrose, or
one mole of sucrose (this is sometimes called the molar mass)




To obtain one mole of sucrose m the lab, therefore, we weigh
out 342 g

The practical advantage of measuring a quantity of chemi-
cas in moles is that a mole of one substance has exactly the
same number of molecules as a mole of any other substance.
If the molecular mass of substance A is 342 daltons and that
o' substance B is 10 daltons, then 342 g of A will have the
§.me number of molecules as 10 g of B. A mole of ethyl alco-
hol (C;H¢O) a0 contains 6.02 X 10*° molecules, but its
mass is only 46 g because the mass of a molecule of ethyl al-
cohol is less than that of a molecule of sucrose. Measuring in
moles makes it convenient for scientists working in the labo-
ratory to combine substances in fixed ratios of molecules.

How would we make a liter () of solution consisting of
1 mol of sucrose dissolved in water? We would measure out
342 g of sucrose and then gradually add water, while stirring,
until the sugar was completely dissolved. We would then add
enough water to bring the total volume of the solution up to
1 L. At that point, we would have a 1-molar (1 M) solution of
sucrose. M olarity—the number of moles of solute per liter of
solution—is the unit of concentration most often used by bi-
ologists for agueous solutions.

Concr:pl Check 2.4

1. Describe how properties of water contribute to the
upward movement of water in a tree.

2. Explain the popular adage, "Its not the hest, it's the
humidity."

3. How can the freezing of water crack boulders?

4. How would you make a 0.5-molar (0.5 M) solution
ol sodium chloride (NaCl)? (The atomic mass of Na
is 23 daltons and that of Cl is 35.5 daltons,)

For suggested answers, see Appendix A.

Dissociation of water molecules
Heads to acidic and basic condi-
tions that affect living organisms

Occasiondly, a hydrogen atom participating in a hydrogen
bond between two water molecules shifts from one molecule
to the other. When this happens, the hydrogen atom leaves its
electron behind, and what is actualy transferred is a hydrogen
ion, a single proton with a charge of f +. The water molecule
Ihat lost a proton is non' a hydroxide ion (OH ™), which has
acharge of 1-. The proton binds to the other water molecule,
making that molecule a hydronium ion (H30"). We can pic-
* ure the chemical reaction thisway:

i H 2
woe il S y +
Hydronium Hydroxide
on ([ Hyf ion (OH")
Although this is actually happens, we can think of the
processin a smplified way, as the dissociation (separation) of
awater molecule into a hydrogen ion and a hydroxide ion:

HO = H* + OH"
Hydrogen Hydroxide

on on
As the double arrows indicate, thisis areversible reaction that
will reach a state of dynamic equilibrium dissoci-
ates at same rate that it is being re-formed from H* and
OH . At this equilibrium point, the concentration of water
molecules greatly exceeds the concentrations of H* and OH".
In fact, in pure water, only one water molecule in ever)' 554
million is dissociated. The concentration of each ion in pure
water is 10~" M (a 25°C). This means that there is only one
ten-millionth ol a mole of hydrogen ions per liter of pure
water and an equal number ot hydroxide ions.

Although the dissociation of water is reversible and statisti-
cdly rare, it is exceedingly important in the chemistry of life.
Hydrogen and hydroxide ions are very reactive. Changes in
their concentrations can drasticaly afect a cdl's proteins and
other complex molecules. Aswe have seen, the concentrations
of H" and OH~ are equal in pure water, but adding certain
kinds of solutes, caled acids and bases, disrupts this balance.
Biologists use something called the pH scale to describe how
acidic or basic (the opposite of acidic) a solution is. In the re-
mainder of this chapter, you will learn about acids, bases, and
pH and why changes in pH can adversely affect organisms.

Effects of Changes in pH

Before discussing the pH scale, lets see
are and how they interact with water.

acids and bases

Adds and Bases

What would cause an aqueous solution to have an imbalance
in " and OH™ concentrations? When the substances
called acids dissolve in water, they donate additional H* to
the solution. the definition often used
by biologists, is a substance that increases the hydrogen ion
concentration of a solution. For example, when hydrochloric
acid is added to water, hydrogen ions dissociate from
chloride ions:

HCL-—— 1 4-Cl

This additional source of H ™~ (dissociation of water is the
other source) results in the solution having more H* than
OH". Such a solution is known as an acidic solution.
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A substance that reduces the hydrogen ion concentration
of asolution is caled a base. Some bases reduce the H™ con-
centration directly by accepting hydrogen ions. Ammonia
(NH?3), for instance, acts as a base when the unshared electron
pair in nitrogen's valence shell attracts a hydrogen ion from
the solution, resulting in an ammonium ion (NH4"):

NH; + H' ~ NH,"
Other bases reduce the H" concentration indirectly by disso-
ciating to form hydroxide ions, which then combine with hy-
drogen ions in the solution to form water. One base that acts
this way is sodium hydroxide (NaOH), which in water disso-
ciaesinto itsions:

NaOH ™ +CH

In either case, the base reduces the H* concentration. Solu-
tions with a higher concentration of OH~ than H* are known
asbasic solutions. A solution in which the H* and OH~ con-
centrations are equal is said to be neutral.

Notice that single arrows were used in the reactions for HC1
and NaOH. These compounds dissociate completely when
mixed with water, and so hydrochloric acid is called a strong
acid and sodium hydroxide a strong base. In contrast, ammo-
niaisareatively weak base. The double arrowsin the reaction
for ammoniaindicate that the binding and release of hydrogen
ions are reversible reactions, athough a equilibrium there
will be a fixed ratio of NH," to NHs.

There are also weak acids, which reversibly release and ac-
cept back hydrogen ions. An example is carbonic acid, which
has essential functions in many organisms:

H,CO3 5 HCO3 f H
Carbonic Bicarbonate Hydrogen
the reaction in the left direc-
tion that when carbonic acid is added to water, only 1% of the
Stll, that is
enough to shift the balance of H* and OH~ from neutrality.

The pH Scale

In any agueous solution at 25°C, the product of the H* and
OH™ concentrations is constant at 10~ **. This can be written

[H'HOH"1 = i0"**

In such an equation, brackets indicate molar concentration
for the substance enclosed within them. neutral solution at
room temperature (25°C), [H"] = 10" and [OH"] = 10"7,
0 in this case, 10~** is the product of 10 7 X 10~'. If
enough acid is added to a solution to increase [Hl to 10~°
M, then [OH~] will decline by an equivalent anount Lo 10~°

that 10~'X 10~° = 10~"*). This constant relationship
expresses the behavior of acids and bases in an aqueous solu-
tion. An acid not only adds hydrogen ions to a solution, but
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aso removes hydroxide ions because of the tendency for H*
to combine with OH~ to form water. A base has the opposite
effect, increasing OH~ concentration but dso reducing H

concentration by the formation of water. If enough of abaseis
added to raise the OH ~ concentration to 10— M, it will cause
the H* concentration lo drop LO 10"'° M. Whenever we
know the concentration of either H* or OH~ in an agueous
solution, we can deduce the concentration of the other ion.

Because the H™ and concentrations of solutions can

vary by a factor of 100 trillion or more, scientists have
away to express this variation more conveniently than
moles pH scale (Figure 3.8) compresses the range
of H" and OH ™ concentrations by employing logarithms. Iht
pH of a solution is defined as the negetive logarithm (base
of the hydrogen ion concentration:
pH = -log [H]

For aneutral agueous solution, [H'] is 10~" M, giving
“Togli(rie=r- (=7)=%7

pH Scale

Battery acid

— 2 Digestive (stomach)
juice, lemon juice

3 Vinegar, beer, wine,
cola

- o Tomato juice

I
o

Black coffee

Rainwater
— 6 Urine
MNeutral
[H¥] = I0H — 7 Pure water
. Human blood
— 8
| Seawater
9
L
Lis =
a8t i
=0
E‘ W Milk of magnesia
E = Household ammonia

Household bleach

& Figure 3.8 The pH scale and pH values of some aqueous
solutions.




Notice that pH declinesasH " concentration increases. Notice,
too, that although the pH scale is based on H* concentration,
it dso implies OH" concentration. A solution of pH 10 has a
hydrogen ion concentration of 1(T*° M and a hydroxide ion
concentration of 1074 M.

The pH of a neutral agueous solution is 7, the midpoint of
the scle. A pH value lessthan 7 denotes an acidic solution; the
lower the number, the more acidic the solution. The pH for
basic solutions is above 7. Mot biological fluids are within the
range pH 6-8. There are a few exceptions, however, including
the strongly acidic digestive juice of the human stomach,
which has a pH of about 2.

Remember that each pH unit represents a tenfold differencein
t:* and OH~ concentrations, Il is this mathematical feature that
makes the pH scae so compact. A solution of pH 3 is not twice
as acidic asasolution of pH 6, but athousand times more acidic.
V/hen the pH of a solution changes dightly, the actua concen-
trations of H* and OH" in the solution change substantially

Buffers

The internal pH. of most living cellsis close to 7. Even adlight
change in pH can be harmful, because the chemical processes
of the cell are very sensitive to the concentrations of hydrogen
and hydroxide ions.

The presence of buffers in biologica fluids alows for a
relatively constant pH despite the addition of acids or bases.
Buffers are substances that minimize changes in the concen-
trations of H* and OH ~ in a solution. For example, buffers
normally maintain the pH of human blood very close to 7.4,
whichis dightly basic. A person cannot survive for more than
a few minutes if the blood pH drops to 7 (neutra) or rises to
7.8. Under normal circumstances, the buffering capacity of
the blood prevents such swingsin pH.

A buffer works by accepting hydrogen ions from the solu-
tion when they are in excess and donating hydrogen ions
to the solution when they have been depleted. Most buffer so-
lutions contain awesak acid and its corresponding base, which
combine reversibly with hydrogen ions. There are several
buffers that contribute to pH stability in human blood and
many other biological solutions. One of these is carbonic acid
(H2CO3), which, as dready mentioned, dissociates to yield a
bicarbonate ion (HCOs~) and a hydrogen ion (H*):

Response
to arise in pH
H.CO; = —_ HCO5"
H*donor Response to FL"acceptor Hydrogen
(acid) adrop in pH (base) fon

The chemical equilibrium between carbonic acid and bicarbon-
ate acts as a pH regulaor, the reaction shifting left or right as
other processes in the solution add or remove hydrogen ions. If
the H* concentration in blood beginsto fall (that is, if pH rises),
the reaction proceeds to the right and more carbonic acid disso-

ciates, replenishing hydrogen ions. But when H" concentration
in blood begins to rise (when pH drops), the reaction proceeds
to the left, with HCO3" (the base) removing the hydrogen ions
from the solution to form H,COs. Thus, the carbonic acid-
bicarbonate buffering conggts of an acid and a base in
equilibrium with each other. Mogt other buffers are dso acid-
basepairs.

The Threat of Acid Precipitation

Considering the dependence of contamina-
tion of rivers, lakes, and seasis a dire environmental problem.
One of the most serious assaults on quality is acid pre-
cipitation. Uncontaminated rain has a pH of about 5.6,
dightly acidic, owing to the formation of carbonic acid from
carbon dioxide and water. Acid precipitation refers to rain,
snow, or fog with a pH lower or more acidic than pH 5.6.

Acid precipitation is caused primarily by the presence in
the atmosphere of sulfur oxides and nitrogen oxides, gaseous
compounds that react water in the ar to form strong
acids, which fal to earth with rain or snow. A mgjor source of
these oxides is the burning of fossl fuels (cod, oil, and ges)
in factories and automobiles. "Electricd power plants that
burn coal produce more of these pollutants than any other
single source. carry the pollutants away, and acid rain
may fdl hundreds of kilometers away from industrial centers.
In sites in Pennsylvania and New York, the pH of rain-
fal December 2001 averaged 4.3, about 20 times more
acidic than normal rain. Acid precipitation fals on many
other regions, including eastern Canada, Cascade Moun-
tains of the Pacific Northwest, and certain parts of Europe and
Asia (Figure 3.9).

precipitation life in lakes and streams. In

addition, acid precipitation faling on land washes away cer-
calcium and magnesium ions, that

tain mineral ions, such

A Figure 3.9 Acid precipitation and its effects on a forest.
Acid rain is thought to be responsible for killing trees in many forests,
including the fir forest shown here in the Czech Republic.
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ordinarily help buffer the soil solution and are essential nutri-
ents for plant growth. At the same time, other minerals, such
as aluminum, reach toxic concentrations when acidification
increases their solubility. The effects of acid precipitation on
soil chemistry have taken a toll on some North American
forests and are contributing to the decline of European forests
(see Figure 3.9). Nevertheless, studiesindicate that the major-
ity of North American forests are not currently suffering sub-
stantially from acid precipitation.

If there is reason for optimism about the future quality of
water resources, it is that we have made progress in reducing
acid precipitation (see Chapter 54). Continued progress can
come only from the actions of people who are concerned
about environmental quality. This requires understanding the

Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, Investigations, and other interactive study aids.

SUMMARY OF KEY CONCEPTS
[ Concept =]

The polarity of water molecules results in hydrogen
bonding

< A hydrogen bond forms when the oxygen of one water molecule
is electrically attracted to the hydrogen of a nearby molecule.
Hydrogen bonding between water molecules is the basis for
water's unusual properties (pp. 47-48).
Activity The Polarity of Water

Four emergent properties of water contribute to
Earth's fitness for life

Cohesion (pp. 48-49) Hydrogen bonding keeps water mole-
cules close to each other, and this cohesion helps pull water up-
ward in the microscopic vessels of plants. Hydrogen bonding is
also responsible for water's surface tension.

Activity Cohesion of Water

Moderation of Temperature (pp. 49-50) Hydrogen
bonding gives water a high specific heat. Heat is absorbed
when hydrogen bonds break and is released when hydrogen
bonds form, helping minimize temperature fluctuations to
within limits that permit life. Evaporative cooling is based on
waters high heat of vaporization. Water molecules must have
arelatively high kinetic energy to break hydrogen bonds. The
evaporative loss of these energetic water molecules cools a
surface.
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crucia role that water plays in the environment's fitness for
continued life on Earth.

Concept Check

1. Compared to a basic solution at pH 9, the same vol-
ume of an acidic solution at pH 4 has times
more hydrogen ions (H").

2. HC1 is astrong acid that dissociates completely
in water: HC1 -* H* 4- Cl~. What is the pH of
0.01 MHO?

For suggested answers, see Appendix A.

B CeiReien

Insulation of Bodies of Water by Floating Ice

(pp. 50-51) Ice is less dense than liquid water because its more
organized hydrogen bonding causes expansion into a crystal foi -
mation. The lower density causes ice to floa, which alows life
to exist under the frozen surfaces of lakes and polar seas.

The Solvent of Life (pp. 51-53) Water is an unusually versatile
solvent because its polar molecules are attracted to charged and
polar substances. lons or polar substances surrounded by water
molecules dissolve and are called solutes. Hydrophilic substances
have an afinity for water; hydrophobic substances do not. Molar-
ity, the number of moles of solute per liter of solution, isused as a
measure of solute concentration in solutions. A mole is a certain
number of molecules of a substance. The mass of a mole of the
substance in grams is the same as the molecular mass in daltons.

Dissociation of water molecules leads to acidic and
basic conditions that affect living organisms

Effects of Changes in pH (pp. 53-55) Water can dissociate
into H* and OH . The concentration of H" is expressed as pH.
where pH = —log [H']. Acids donate additional H" in aqueous
solutions; bases donate OH~ or accept H*. In a neutral solution
at25 CJH ] - [OH"] = 10~', and pH - 7. In an acidic solu-
tion, [H™] is greater than [OH~], and the pH islessthan 7. Ina
basic solution, [H'] islessthan [OH], and the pH is greater
than 7. Buffersin biological fluids resist changes in pH. A buffer
consists of an acid-base pair that combines reversibly with hy-
drogen ions.

Activity Dissociation oj Water Molecules

Activity Acids, Bases, and pH

The Threat of Acid Precipitation (pp. 55-56) Acid precipita-
tion is rain, snow, or fog with a pH below 5.6. It often results from
a reaction in the air between water vapor and sulfur oxides and
nitrogen oxides produced by the combustion of fossl fuels.
Investigation How Does Acid Precipitation Affect Trees?




l TESTING YOUR KNOWLEDGE

Evolution Connection
The surface of the planet Mars has many |andscape features remi-
niscent of those formed by flowing water on Earth, including
what appear to be meandering channels and outwash areas. Re-
cent probes sent to Mars have revealed strong evidence that liquid
water was once present on its surface- Ice exists at the Martian
poles today, and some scientists suspect a great deal more water
may be present beneath the Martian surface. Why has there been
so much interest in the presence of water on Mars? Does the pres-
ence of water make it more likely that life had evolved there?
What other physical factors might aso be important?

‘Scientific Inquiry

1. Design a controlled experiment to the hypothesis acid
inhibits of Bodea, a common fresh-
water plant.

N

In agricultural areas, farmers close attention to the weather
forecast. Right before a predicted overnight freeze, farmers
spray water on crops to the plants. Use properties
of water to explain how thisworks. Be sure to mention why
hydrogen are responsible

Science, Technology, and Society
Agriculture, industry, and the growing populations of cities al com-
pete, through political influence, for water. If you were in charge of
water resources in an arid region, what would your priorities be for
alocating the limited water supply for various uses? How would
you try to build consensus among the different special-interest
groups?
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Carbon and the
Molecular
Diveraty of Life

4.1 Organic chemistry is the study of carbon
compounds

4.2 Carbon atoms can form diverse molecules by
bonding to four other atoms

4.3 Functional groups are the parts of molecules
involved in chemical reactions

Overview

Carbon—The Backbone of
Biological Molecules

Ithough water is the universal medium for life on
Earth, living organisms, including &l the plants and
the snail you see in Figure 4.1, are made up of chem-
icals based mostly on the element carbon. Carbon enters the
biosphere through the action of plants, which use the sun's
energy to transform CO, in the atmosphere into the molecules
of life. These molecules are then passed dong to animals that
feed on plants, such as the snall in the photo. Of dl chemical
elements, carbon is unparalleled in its ability to form mole-
cules that are large, complex, and diverse, and this molecular
diversity has made possible the diversity of organisms that
have evolved on Earth. Proteins, DNA, carbohydrates, and
other molecules that distinguish living matter ffom inanimate
material are al composed of carbon atoms bonded to one an-
other and to atoms of other elements. Hydrogen (H), oxygen
(O), nitrogen (N), sulfur (S), and phosphorus (P) are other
common ingredients of these compounds, but it is carbon (C)
that accounts for the large diversity of biological molecules.
Proteins and other very large molecules are the main focus
of Chapter 5. In this chapter, we investigate the properties
of smaller molecules, using them to illustrate a fev concepts
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« Figure 4.1 Life is based on carbon.

of molecular architecture that highlight carbon's importance
to life and the theme that emergent properties arise from the
organization of the matter of living organisms.

Organic chemistry is the study
of carbon compounds

Compounds containing carbon are said to be organic, and the
branch of chemistry that specidizesin the study of carbon com-
poundsis caled organic chemistry. Organic compounds range
from simple molecules, such as methane (CH,), to colossd
ones, such as proteins, with thousands of atoms and molecular
masses in excess of 100,000 daltons. Most organic compounds
contain hydrogen atoms in addition to carbon atoms.

The overdl percentages of the mgjor elements of life—C.
H, O, N, 5, and P—are quite uniform from one organism to
another. Because of carbons versatility, however, this limited
assortment of atomic building blocks, taken in roughly the
same proportions, can be used to build an inexhaustible vari-
ety of organic molecules. Different species of organisms, and
different individuals within a species, are distinguished by
variations in their organic molecules.

Since the dawn of human history, people have used other
organisms as sources of valued substances—from foods to
medicines and fabrics. The science of organic chemistry orig-
inated in attempts to purify and improve the yield of such
products. By the early 19th century, chemists had learned to
make many simple compounds in the laboratory by combin-
ing elements under the right conditions. Artificid synthesis of
the complex molecules extracted from living matter seemed
impossible, however. At that time, the Swedish chemist Jons




Jakob Berzelius made the distinction between organic com-
pounds, those that seemingly could arise only within living
organisms, and inorganic compounds, those that were found
in the nonliving world. The new discipline of organic chemistry
was first built on a foundation of vitalism, the belief in a life
force outside thejurisdiction of physical and chemical laws.

Chemists began to chip away at the foundation of vitalism
when they learned to synthesize organic compounds in their
laboratories. In 1828, Friedrich Wohler, a German chemist
who had studied with Berzelius, attempted to make an "“inor-
ganic" sdt, ammonium cyanate, by mixing solutions of am-
monium ions (NH,4") and cyanate ions (CNO~). Wohler was
astonished to find that instead of the expected product, he
had made urea, an organic compound present in the urine of
animals. Wohler challenged the vitaists when he wrote, "I
must tell you that | can prepare urea without requiring a
kidney or an animal, either man or dog." However, one of the
ingredients used in the synthesis, the cyanate, had been ex-
tracted from animal blood, and the vitalists were not swayed
by Worder's discovery. A few years later, however, Hermann
Kolbe, a student of Wohler's, made the organic compound
acetic acid from inorganic substances that could themselves
be prepared directly from pure elements.

The foundation of vitalism findly crumbled after severa
more decades of laboratory synthesis of increasingly complex
organic compounds. In 1953, Stanley Miller, then a graduate
student at the University of Chicago, helped bring this abiotic
(nonliving) synthesis of organic compounds into the context
of evolution. Miller used a laboratory simulation of chemical
conditions on the primitive Earth to demonstrate that the
spontaneous synthesis of organic compounds could have
been an early stage in the origin of life (Figure 4.2).

The pioneers of organic chemistry helped shift the main-
stream of biological thought from vitalism to mechanism, the
view that al natural phenomena, including the processes of
life, are governed by physical and chemical laws. Organic
chemistry was redefined as the study of carbon compounds,
regardless of their origin. Most naturally occurring organic
compounds are produced by organisms, and these molecules
represent a diversity and range of complexity unrivaled by
inorganic compounds. However, the same rules of chemistry
apply to inorganic and organic molecules alike. The founda-
tion of organic chemistry is not some intangible life force, but
the unique chemical versatility of the element carbon.

Concept Check

1. In Stanley Miller's experiment, what conclusion
could be drawn from the presence of urea in the
products?

For suggested answers, see Appendix A.

Figure 4.2
ingiffrn Could organic compounds have been

synthesized abiotically on the early Earth?
EXPERIMENT

In 1953, Stanley Miller simulated what were

thought to be environmental conditions on the lifeless, primordial
Earth. As shown in this recreation, Miller used electrical discharges
(simulated lightning) to trigger reactions in a primitive “"atmosphere”
| of H,0, Hz, NH3 (ammonia), and CH4 (methane)—some of the
| gases released by volcanoes.

Y |
\m' , varily oflerganie, GormpoURdS that. pey ey, |
A variety of organic compounds that play key

rsles in living cells were synthesized in Miller's apparatus.

Organic comppunds may, have been
'synthesized abiotically on the early Earth, setting the stage for the
origin of life. (We will explore this hypothesis in more detail in
Chapter 26.) |

Concept

Carbon atoms can form diverse
molecules by bonding to four
other atoms

The key to the chemical characteristics of an atom, as you
learned in Chapter 2, isin its configuration of electrons. Elec-
tron configuration determines the kinds and number of bonds
an atom form with other atoms.

The Formation of Bonds with Carbon

Carbon has a totd of 6 electrons, with 2 in the

shell and 4 in the second shell. Having 4 vaence electronsin a
shell that holds 8, carbon would have to donate or accept
4 electronsto completeitsvalence shell and become anion. In-
stead, a carbon atom usually itsvaence shell by shar-
ing its 4 electrons with other atoms in covaent bonds so that 8
electrons are present. Each carbon atom thus acts as an inter-
section point from which a molecule can branch df in up to

CHAPTER 4 Carbon and the Molecular Diversity of Life 59




Molecular Structural Bali-and-Stkk Space-FilHng
NEWE B GERLE Formula Formula Model Model
(a) Methane. When a carbon
atom has four single bonds to
other atoms, the molecule is
- tetranedraf. CHy s =i

@

(b) Ethane. A molecule may have

more than one tetrahedra! H
group of single-bonded |
atoms. (Ethane consists of T H= =
two such groups") 216 e

H

(c) Ethene (ethylene). When
two carbon atoms are joined ¢

« by a double bond, ail atoms "F

attached to those carbons NoHy
are in the same plane; the
molecule is flat.

A Figure 4.3 The shapes of three simple organic molecules.

four directions. This tetravalence is one of carboris versa-
tility that makes large, complex molecules possible.

Chapter 2, you aso learned that when a carbon atom
forms single covalent bonds, the arrangement of its four hy-
brid orbitals the bonds to angle toward corners
of an imaginary tetrahedron (see Figure 2.16b). The bond
angles in methane (CH,) are 109.5° (Figure 4.3a), and they
are approximately the same in any group of atoms where
carbon has four single bonds. For example, ethane (C;Hg)
is shaped like two tetrahedrons overlapping at their apexes
(Figure 4.3b). In molecules with still more carbons, every
grouping of a carbon bonded to four other atoms has a tetra-
hedral shape. But when two carbon atoms are joined by a
double bond, bonds around those carbons are in the
same plane. For example, ethene (C,H,) is a fla molecule; its

atoms the same plane (Figure 4.3c). We find it con-
venient to write al structural formulas as though the molecules
represented flat, but keep in mind that molecules are

three-dimensional and that the shape of a molecule often
determines its function.

of carbon gives it covalent com-
patibility with many different elements. Figure 4.4 shows
electron-shell diagrams of the four mgjor atomic components
of organic molecules. Asyou may recall from Chapter 2, these
models alow us to see the valences of carbon and its most fre-
quent partners—oxygen, hydrogen, and nitrogen. We can
think of these valences as the basis for the rules of covaent
bonding in organic chemistry—the building code thai gov-
erns the architecture of organic molecules.
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A Figure 4.4 Electron-shell diagrams showing valences for
the major elements of organic molecules. Valence is the
number of covalent bonds an atom can form. It is generally equal to
the number of electrons required to complete the atom's outermost
(valence) electron shell (see Figure 2.8).

A couple of additional examples will show how the rules ot
covalent bonding apply to carbon atoms with partners other
than hydrogen. In the carbon dioxide molecule (CO,), asingk
carbon atom isjoined to two atoms of oxygen by double cova-
lent bonds. The structural formula for CO, is shown here:

Each linein a structural formula represents apair of shared eec-
trons. Notice that the carbon atom in CO, is involved in two
double bonds, the equivaent of four single covaent bonds. The
arangement completes the vaence shells of dl atoms in the
molecule. Because carbon dioxideisavery simple molecule and
lacks hydrogen, it is often considered inorganic, even though it
contains carbon. Whether we cdl CO, organic or inorganic,
thereis no question about its importance to the living world. As
previoudy mentioned, CO, is the source of carbon for dl the
organic molecules found in organisms.

Another relatively simple molecule is urea, CO(NH,)..
This is the organic compound found in urine that Wohler
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(d) Rings. Some carbon skeletons are arranged in rings, in the
abbreviated structural formula for each compound (at the right),
each corner represents a carbon and its attached hydrogens.

A Figure 4.5 Variations in carbon skeletons. Hydrocarbons, organic molecules consisting
only of carbon and hydrogen, illustrate the diversity of the carbon skeletons of organic molecules.

learned to synthesize in the early 19th

century. The structural formula for ureais (P
shown at the right. H\\ Es /H
Again, each atom has the required N
number of covaent bonds. In this case, X ]_I?
one carbon atom isinvolved in both single Urea

and double bonds.

Both urea and carbon dioxide are mol-
ecules with only one carbon atom. But as Figure 4.3 shows, a
carbon atom can aso use one or more of its valence electrons
to form covalent bonds to other carbon atoms, making it pos-
sible to link the atoms into chains of seemingly infinite variety.

Molecular Diversity Arising from Carbon
Skeleton Variation

Carbon chains form the skeletons of most organic molecules
(Figure4.5). The skeletons vary in length and may be straight,
branched, or arranged in closed rings. Some carbon skeletons
have double bonds, which vary in number and location. Such
variation in carbon skeletons is one important source of the
molecular complexity and diversity that characterize living
matter. In addition, atoms of other elements can be bonded to
the skeletons at available sites.

Hydrocarbons

All the molecules shown in Figures 4.3 and 4.5 are hydro-
carbons, organic molecules consisting only of carbon and
hydrogen. Atoms of hydrogen are attached to the carbon
skeleton wherever electrons are available for covaent bonding.
Hydrocarbons are the major components of petroleum, which

is caled afossl fud because it consists of the partially decom-
posed remains of organisms that lived millions of years ago.
Although hydrocarbons are not prevalent in living organ-
isms, many of a cdll's organic molecules have regions consisting
of only carbon and hydrogen. For example, the molecules
known as fats have long hydrocarbon tails attached to a non-
hydrocarbon component (Figure 4.6), Neither petroleum nor
fat dissolves in water; both are hydrophobic compounds

Fat droplets (stained red)

Py |8

100 um’
(b) Mammalian adipose cells

(a) A fat molecule

A Figure 4.6 The role of hydrocarbons in fats, (a) A fat
molecule consists of a small, non-hydrocarbon componentjoined
to three hydrocarbon tails. The tails can be broken down to provide
energy. They also account for the hydrophobic behavior of fats.
(Black = carbon; gray = hydrogen; red = oxygen.) (b) Mammalian
adipose cells stockpile fat molecules as a fuel reserve. Each adipose
cell in this micrograph is almost filled by a large fat droplet, which
contains a huge number of fat molecules.
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because the great mgority of their bonds are nonpolar
carbon-to-hydrogen linkages. Another characteristic of hy-
drocarbons is that they can undergo reactions that release a
relatively large amount of energy. The gasoline that fuds a car
consists of hydrocarbons, and the hydrocarbon tails of fa
molecules serve as stored fud for animal bodies.

Isomers

Vaiation in the architecture of organic molecules can be seen
in isomers, compounds that have the same numbers of atoms
of the same elements but different structures and hence differ-
ent properties. Compare, for example, the two pentanes in
Figure 4.7a. Both have the molecular formula Cz¥L,,, but they
differ in the covalent arrangement of their carbon skeletons.
The skeleton is straight in one form of pentane but branched in
the other. We will examine three types of isomers: structura
isomers, geometric isomers, and enantiomers.

Structural isomers differ in the covaent arrangements of
their atoms. The number of possible isomers increases
tremendously as carbon skeletons increase in size. There are
only three pentanes (two are shown in Figure 4.7a), but there
ae 18 variations of CgHy3 and 366,319 possible structural
isomers of C,0H,2. Structural isomers may dso differ in the
location of double bonds.

Geometric isomers have the same covalent partnerships,
but they differ in their spatia arrangements. Geometric iso-
mers arise from the inflexibility of double bonds, which, un-
like single bonds, will not dlow the atoms they join to rotate
fredy about the bond axis. If a double bond joins two carbon
atoms, and each C also has two different atoms (or groups of
atoms) attached to it, then two distinct geometric isomers are
possible. Consider the smple examplein Figure 4.7b. Each of
the carbons has an H and an X attached to it, but one isorner
has a"as" arrangement, with two Xs on the same side relative
to the double bond, and the other isomer has a "trans'
arrangement, with the Xs on opposite sides. The subtle differ-
ence in shape between geometric isomers can dramatically &-
fect the biological activities of organic molecules. For example,
the biochemistry of vision involves a light-induced change of
rhodopsin, a chemical compound in the eye, from the cis iso-
mer to the trans isomer (see Chapter 49).

Enantiomers are molecules that are mirror images of each
other. In the ball-and-stick models shown in Figure 4.7c, the
middle carbon is called an asymmetric carbon because it is at-
tached to four different atoms or groups of atoms. The four
groups can be arranged in space about the asymmetric carbon
in two different ways that are mirror images. They are, in a
way, |eft-handed and right-handed versions of the molecule. A
cdl can distinguish these isomers based on their different
shapes. Usudly, one isomer ishiologically active and the other
isinactive.

The concept of enantiomers is important in the pharma-
ceutical industry because the two enantiomers of a drug
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(c) Enantiomers differ in spatial arrangement around an
asymmetric carbon, resulting in molecules that are mirror
images, like left and right hands. The two isomers are
designated the L and D isomers from the Latin for left
and right (levo and dextro). Enantiomers cannot be
superimposed on each other.

A Figure 4.7 Three types of isomers. Compounds with the
same molecular formula but different structures, isomers are a source
of diversity in organic molecules.

may not be equally efective. For example, L-dopa is effective
againgt Parkinson's disease, while its enantiomer, D-dopa, is
not (Figure 4.8). In some cases, one of the isomers may even
produce harmful effects This was the case with thalidomide,
a drug prescribed for thousands of pregnant women in the
late 1950s and early 1960s. The drug was a mixture of two
enantiomers. One enantiomer reduced morning sickness, the
desired effect, but the other caused severe birth defects. (Un-
fortunately, even if the "good" thalidomide enantiomer is used
in purified form, some of it soon converts to the "bad" enan-
tiomer in the patients body) The differing effects of enantiomers
in the body demonstrate that organisms are sensitive to even




L-Dopa
(effective against
Parkinson's disease)

A Figure 4.8 The pharmacological importance of
enantiomers. L-Dopa is a drug used to treat Parkinson's disease, a
disorder of the central nervous system. The drug's enantiomer, the
mirror-image molecule designated D-dopa, has no effect on patients.

the most subtle variations in molecular architecture. Once
again, we see that molecules have emergent properties that de-
pend on the specific arrangement of their atoms.

1. Draw a structural formula for C,Hj.

2. Look at Figure 4.5, and determine which pair(s) of
molecules is (are) isomers oi each other, identifying
the type(s) of isomer.

3. What is the chemical similarity between gasoline
and fa?

For suggested answers, see Appendix A.

Functional groups are the parts
of molecules involved in chemica
reactions

The distinctive properties of an organic molecule depend not
only on the arrangement of its carbon skeleton, but aso on
the molecular components attached to that skeleton. We will
now examine certain groups of atoms that are frequently
attached to the skeletons of organic molecules.

The Functional Groups Most Important in
the Chemistry of Life

The components of organic molecules that are most commonly
involved in chemical reactions are known as functional
groups. If we think of hydrocarbons as the smplest organic
molecules, we can view functional groups as attachments that

|
e

o

.’/.\\\.:_/;'\. >

e =

o \\H/_,\\\//
Testosterone

Male lion

A Figure 4.9 A comparison of functional groups of female
(estradiol) and male (testosterone) sex hormones. The two
molecules differ only in the functional groups attached to a common
carbon skeleton of four fused rings, which is shown here in abbreviated
form. These subtle variations in molecular architecture influence the
development of the anatomical and physiological differences between
female and male vertebrates.

replace one or more of the hydrogens bonded to the carbon
skeleton of the hydrocarbon. (However, some functional
groups include atoms of the carhon skeleton, aswe will see.)
Each functional group behaves consistently from one or-
ganic molecule to another, and the number and arrangement
of the groups help give each molecule its unique properties.
Consider the differences between testosterone and estradiol (a
type of estrogen). These compounds are male and female sex
hormones, respectively, in humans and other vertebrates
(Figure 4.9). Both are steroids, organic molecules with a com-
mon carbon skeleton in the form of four tused rings. These
sex hormones differ only in the functional groups attached to
the rings. The different actions of these two molecules on
many targets throughout the body help produce the contrast-
ing features of femdes and males. Thus, even our sexuality
has its biological basisin variations of molecular architecture.
The six functional groups most important in the chemistry
of life are the hydroxyl, carbonyl, carboxyl, amino, sulfhydryl,
and phosphate groups. These groups are hydrophilic and thus
increase the solubility of organic compounds in water. Before
reading further, take time to familiarize yourself with the
functiona groups in Figure 4.10 on the next two pages.
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FUNCTIONAL
GROUP

STRUCTURE

NAME OF
COMPOUNDS

EXAMPLE

FUNCTIONAL
PROPERTIES

Some Important Functional Groups of Organic Compounds

—OH

(may be written HO—)

In a hydroxyl group (—OH), a
hydrogen atom is bonded to an
oxygen atom, which in turn is
bonded to the carbon skeleton of
the organic molecule. (Do not
confuse this functional group with
the hvdroxide ion. OH".)

Alcohols (their specific names
usually end in -ol)

H H
]

H —C—C—OH
|

H H
Ethanol, the alcohol present in
acoholic beverages

« |s polar as a result of the
€electronegative oxygen atom
drawing electrons toward itself.

« Attracts water molecules, helping
dissolve organic compounds such
as sugars (see Figure 5.3).

UNIT ONE The Chemistry of Life

o4

The carbonyl group C>CO)
consists of a carbon atom joined to
an oxygen atom by a double bond.

Ketones if the carbonyl group is
within a carbon skeleton
Aldehydes if the carbonyl group is
«it the end of the carbon skeleton

Propanal, an aldehyde

o» A ketone and an aldehyde may
be structural isomers with
different properties, as is the case
for acetone and propanal.

When an oxygen atom is double-
bonded to a carbon atom that is
also bonded to a hydroxyl group,
the entire assembly of atoms is
caled a carboxyl group (—COOH),

Carboxylic acids, or organic acids

Acetic acid, which gives vinegar
its sour taste

Has acidic properties because it is
a source of hydrogen ions.

The covalent bond between
oxygen and hydrogen is so polar
that hydrogen ions (H ") tend Lo
dissociate reversibly; for example,

In cells, found in the ionic form,
which is called a carboxylate group.




The amino group (—NH,) consists
«f a nitrogen atom bonded to two
hydrogen, atoms and to the carbon
skeleton.

Amines

Glycine

Because it also has a carboxyl

group, glycine is both an amine and

a ca boxylic acid; compounds with
both groups are caled ammo acids.

- Acts asabase; can pick up a
proton from the surrounding

solution:
H
|
N —+N—H
Yoy |
(nonionized)  (ionized)

e |onized, with a charge of 1+,
u.ficer ccllujj!" conditions.

(may be written HS —)

The sulfhydryl group consists of a
sulfur atom bonded to an atom of
hydrogen; resembles a hydroxy!
group in shape.

Thiols

Ethanethiol

* Two sulfhydryl groups can
interact to help stabilize protein
structure (see Figure 5.20).

FUNCTIONAL
GROUP
] 4
II
@ @ -
2 9
In aphosphate group, a phosphorus ~ STRUCTURE
atom is bonded to Four oxygen
atoms; one oxygen isbonded to the
carbon skeleton; two oxygens carry
negative charges; abbreviated (i\).
The phosphate group (—OPO4*~)
is an ionized form of a phosphoric
acid group (—OPO;H>; note the
two hydrogens).
Organic phosphates NAME OF
COMPOUNDS
OH OH H o) EXAMPLE
[P fl
H—C—C—C—0— ||=— 0"
] 1
H HH 0"
Glycerol phosphate
» Makes the molecule of which it. FUNCTIONAL
isa part ai union (negatively PROPERTIES

charged ion).
*e Can transfer energy between
organic molecules.
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ATP: An Important Source of Energy for
Cdlular Processes

The "Phosphate" column in Figure 4.10 shows a simple ex-
ample of an organic phosphate molecule. A more complicated
organic phosphate, adenosine trxphosphate, or ATP, isworth
mentioning because it is the primary energy-transferring mol-
ecule in the cell. ATP consists of an organic molecule called
adenosine attached to a string of three phosphate groups:

0 0 h)
"0 —P—0—P—0—P—0—fAdenosirre|
0 : e

| |
Oo- O- O~

Where three phosphates are present in series, as m ATP, one
phosphate may split oil as an inorganic phosphate ion. This
ion, HOPO;;Z’\, is often abbreviated ®i in this book. Losing
one phosphate, ATP becomes adenosine diphosphate, or ADP.
The reaction releases energy that can be used by the cdl, as
you will learn in more detail in Chapter 8.

E{ddentsine] — (E

ATP

'I:“—-—"I_“,»-—L “5| + Energy

ADP

Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, Investigations, and other interactive study aids.

UMMARY OF KEY CONCEPTS

Organic chemistry is the study of carbon compounds

« Organic compounds were once thought to arise only within
living organisms, but this idea (vitalism) was disproved when
chemists were able to synthesize organic compounds in the
laboratory (pp. 58-59).

[ Concept |

Carbon atoms can form diver se molecules by bonding
to four other atoms

« The Formation of Bonds with Carbon (pp. 59-61) A
covalent-bonding capacity of four contributes to carbons ability
to form diverse molecules. Carbon can bond to a variety of atoms,
including O, H, and N. Carbon atoms can aso bond to other car-
bons, forming the carbon skeletons of organic compounds,

Molecular Diversity Arising from Carbon Skeleton
Variation (pp. 61-63) The carbon skeletons of organic mole-
cules vary in length and shape and have bonding sites for atoms
of other elements. Hydrocarbons consist only of carbon and hy-
drogen. Isomers are molecules with the same molecular formula
but different structures and properties- Three types of isomers
are structural isomers, geometric isomers, and enantiomers.
Activity Diversity of Carbon-Based Molecules
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Concept Check

1. What does the term "ammo acid" signify about the
structure of such a molecule?
2. What change usually occurs in ATP when it releases
energy?
For suggested answers, see Appendix A.

The Chemical Elements of Life A Review

Living matter, as you have learned, consists mainly of carbon,
oxygen, hydrogen, and nitrogen, with smaller amounts of
sulfur and phosphorus. These elements share the character-
istic of forming strong covaent bonds, a quality that is essentia
in the architecture of complex organic molecules. Of dl
these elements, carbon is the virtuoso of the covalent bond.
The versatility of carbon makes possible the great diversity
of organic molecules, each with particular properties thai
emerge from the unique arrangement of its carbon skeleton
and the functional groups appended to that skeleton. At the
foundation of all biological diversity lies this variation at
the molecular level.

| Chapter &| Review

Isomers
investigation What Factors Determine the Effectiveness of
Drugs?

Functional groups are the parts of molecules involved
in chemical reactions

« The Functional Groups Most Important in the Chem-
istry of Life (pp. 63-65) Functional groups are chemically
reactive groups of atoms within an organic molecule that give
the molecule distinctive chemical properties. The hydroxyl
group (—OH) is polar, thus helping compounds dissolve in
water. The carbonyl group (*>CO) can be either at the end of
a carbon skeleton (aldehyde) or within the skeleton (ketone).
The carboxy! group (—COOH) is found in carboxylic acids.
The hydrogen of this group can dissociate, making such mole-
cules weak acids. The amino group (—NH;) can accept a
proton (H*), thereby acting as a base. The sulfhydryl group
(—SH) helps stabilize the slructure of some proteins. The
phosphate group (—OPO;*'~) has an important role in the
transfer of energy
Activity Functional Groups

.

ATP: An Important Source of Energy for Cellular
Processes (p. 66) When a phosphate group splits off from ATP,
energy is released that can be used by the cell.

The Chemical Elements of Life: A Review (p. 66) Living
matter is made mostly of carbon, oxygen, hydrogen, and
nitrogen, with some sulfur and phosphorus. Biological diver-
sity has its molecular basis in carbons ability to form a huge
number of molecules with particular shapes and chemical
properties.

.




5 TESTING YOUR KNOWLEDGE

Evolution Connection
Some scientists believe that life elsewhere in the universe might
be based on the element silicon, rather than on carbon, as on
Earth. What properties does silicon share with carbon that would
make silicon-based life more likely than, say neon-based life or
aluminum-based life? (See Figure 2.8.)

Scientific Inquiry
In 1918, an epidemic of sleeping sickness caused an unusual
rigid paralysis in some survivors, similiar to symptoms of
advanced Parkinson's disease. L-dopa, a chemical
used to treat Parkinson's disease (see Figure 4.8), was given to
some of these patients, as dramatized in the movie Awakenings.
L-Dopa was remarkably effective at eliminating the paralysis, at
least temporarily. However, its enantiomer, D-dopa, was subse-
quently shown to have no effect at the case for Parkin-
son's disease. Suggest a hypothesis to explain why, for both
diseases, one enantiomer is effective and the other is not.

Scence, Technology, and Society
Thalidomide achieved notoriety 50 years ago because of awave of
birth defects among children born to women who took thalidomide
during pregnancy as a treatment for morning sickness. However, in
1998 the U.S. Food and Drug Administration (FDA) approved this
drug for the treatment of certain conditions associated with Hansen's
disease (leprosy). In clinical trials, thalidomide also shows promise
for use in treating patients suffering from. AIDS, tuberculosis, and
some types of cancer. Do you think approval of this drug is appro-
priate? If so, under what conditions? What criteria do you think the
FDA should use in weighing a drug's benefits against its dangers?
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and Function of
Macromolecules

Key Concepts

5.1 Most macromolecules are polymers, built
from monomers

5.2 Carbohydrates serve as fud and building
material

5.3 Lipids are a diverse group of hydrophobic
molecules

5.4 Proteins have many structures, resulting in
awide range of functions

5.5 Nucleic acids store and transmit hereditary
information

Overview

The Molecules of life

e have seen how the concept of emergent proper-

ties applies to water and relatively smple organic

molecules. Each type of smal molecule has
unique properties arising from the orderly arrangement of its
atoms. Another level in the hierarchy of biological organization
is reached when small organic molecules are joined inside
cels, forming larger molecules. The four main classes of large
biological molecules are carbohydrates, lipids, proteins, and
nucleic acids. Many of these cellular molecules are, on the mo-
lecular scae, huge. For example, aprotein may consist of thou-
sands of covalently connected atoms that form a molecular
colossus with a mass of over 100,000 daltons. Biologists use
the term macromolecule for such giant molecules.

Considering the size and complexity of macromolecules, it
is remarkable that biochemists have determined the detailed
structures of so many of them (Figure 5.1). The architecture of
a macromolecule helps explain how that molecule works.
Lifes large molecules are the main subject of this chapter. For
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N
A Figure 5.1 Scientists working with computer models of
proteins.

these molecules, as et dl levelsin the biologica hierarchy, form
and function are inseparable.

Most macromolecules are
polymers, built from monomers

The large molecules in three of the four classes of lifés organic
compounds—carbohydrates, proteins, and nucleic acids—are
chain-like molecules called polymers (from the Greek polys.

A polymer is a long molecule consist-
ing of many similar linked by co-
vaent bonds, much as a of a of cars. The
repeating units that serve as the building blocks of a polymer
are small molecules called monomers. Some of the molecules
that serve as monomers aso have functions of their own.

The Synthesis and Breakdown of Polymers

The classes of polymeric macromolecules differ in the nature
their monomers, but the chemical mechanisms by which cdls
make and break polymers are basically in dl cases
(Figure 5.2). Monomers are connected by a reaction in which
two molecules are covalently bonded to each

of a water molecule; this is called

specificaly a dehydration reaction, because the molecule
logt is water (Figure 5.2a). When a bond forms between two
monomers, each monomer contributes part of water mol-
ecule lost: One molecule provides a hydroxyl group
(—OH), while i_he other provides a hydrogen (—H). In mak-
ing a polymer, this reaction is repeated as monomers are
added to chain one by one. must expend energy
to carry out these dehydration reactions, and oc-




HO
Short polymer unlinkad mongmer

Dehydration removes a water
molecule, forming a new bond

Longer polymer
(a) Dehydration reaction in the synthesis of a polymer

Hydrolysis adds a water ‘ ___@
molecule, breaking a bond | 74

;
@00 @

(b) Hydrolysis of a polymer

A Figure 5.2 The synthesis and breakdown of polymers.

curs the help of enzymes, specialized proteins that
up chemical reactions in

disassembled to "monomers by hydrolysis, a
processthat is reverse of the dehydration reaction
(Figure 5.2b). Hydrolysis means to bresk with water (from the
Greek hydro, water, and lysis, break). Bonds between monomers
are broken by the addition of water molecules, a hydrogen from
the water attaching to one monomer and a hydroxyl group at-
taching adjacent monomer. An example of hydrolysis
working in our bodies is the process of digestion. bulk of
the organic materia in our food is in the form of polymers that
are much too large to enter our cells. digestive tract,
various enzymes attack the polymers, speeding up hydrolysis.
The released monomers are then absorbed into the bloodstream
for distribution to al body cells. Those cdlls can then use dehy-
dration reactions to assemble the monomersinto new polymers
that differ from the ones that were digested- The new polymers
perform specific functions required by the cel.

The Diversity of Polymers

Each cdl has thousands of different kinds of macromolecules,
the collection from one type of cell to another even in
the same organism. The inherent differences between human

siblings reflect variations in polymers, particularly DNA and
proteins. Molecular differences between unrelated individuals
are more extensive and between species greater gtill. The di-
versity of macromolecules in the living world is vest, and the
possible variety is effectively limitless.

Wheat is the basis for such diversity in lifeés polymers? These
molecules are constructed from only 40 to 50 common
monomers and some others that occur rarely. Building an enor-
mous variety of polymers from such alimited list of monomers
is analogous to constructing hundreds of thousands of words
from only 26 letters of the aphabet. The key is arrangement—
variation in the linear sequence that the units follow. However,
this andlogy fals far short of describing the great diversity of
macromolecules, because most biological polymers are much
longer than the longest word. Proteins, for example, are built
from 20 kinds of amino acids arranged in chains that are typi-
caly hundreds of amino acids long. The molecular logic of life
issmple but eegant: Smal molecules common to al organisms
are ordered into unique macromolecules.

We are now ready to investigate the specific structures and
functions of the four mgjor classes of organic compounds
foundin cells. For each class, we will see that the large mole-
cules have emergent properties not found in their individual
building blocks.

Concept Check

1. What are the lour main classes of large biological
molecules?

2. How many molecules of water are needed to com-
pletely hydrolyze a polymer that is 10 monomers
long?

3. After you est a dice of apple, which reactions must
occur for the amino acid monomers in the protein of
the apple to be converted into proteinsin your body?

For suggested answers, seeAppendixA.

Carbohydrates serve as fud
and budding material

Carbohydrates include both sugars and the polymers of sug-
ars. The smplest carbohydrates are the monosaccharides, or
single sugars, aso known as simple sugars. Disaccharides are
double sugars, consisting ol two monosaccharidesjoined by a
condensation reaction. The carbohydrates that are macro-
molecules are polysaccharides, polymers composed of many
sugar building blocks.
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Sugars

Monosaccharides (from the Gresk mows, single, and sacchar,
sugar) generdly have molecular formulas that are some multiple
of the unit CH,O (Figure 5.3). Glucose (C¢H120¢), the most
common monosaccharide, is of central importance in the chem-
istry of life. In the structure of glucose, we can see the trade-
marks of asugar: The molecule has a carbonyl group Q)G=Cf)
and multiple hydroxyl groups (—OH). Depending on the lo-
cation of the carbonyl group, a sugar is either an ddose (ade-
hyde sugar) or aketose (ketone sugar). Glucose, for example, is
an ddose; fructose, a structural isomer of glucose, is a ketose.
(Most names for sugars end in -ose.) Another criterion for class-
fying sugars is the size of the carbon skeleton, which ranges from
three to seven carbonslong. Glucose, fructose, and other sugars
that have six carbons are called hexoses. Trioses (three-carbon
sugars) and pentoses (five-carbon sugars) are dso common.

Sill another source of diversity for smple sugars is in the
spatid arrangement of their parts around asymmetric carbons.
(Recall from Chapter 4 that an asymmetric carbon is a carbon
attached to four different kinds of partners.) Glucose and gaac-
tose, for example, differ only m the placement of parts around
one asymmetric carbon (see the purple boxes in Figure 5.3).
What seems like a smdll difference is significant enough to give
the two sugars distinctive shapes and behaviors.

Although it is convenient to draw glucose with a linear
carbon skeleton, this representation completely accu-
rate. In agueous solutions, glucose molecules, as well as most
other sugars, form rings (Figure 5.4),

Monosaccharides, particularly glucose, are mgor nutrients
for cells. In the process known as cellular respiration, cells
extract the energy stored in glucose molecules. Not only are
simple sugar molecules a major fud for cellular work, but
their carbon skeletons serve as raw material for the synthesis
of other types of smal organic molecules, such as amino acids
and fatty acids. Sugar molecules that are not immediately used
in these ways are generdly incorporated as monomers into
disaccharides or polysaccharides.

A disaccharide consists of two monosaccharidesjoined by
a glycosidic linkage, a covalent bond formed between two
monosaccharides by a dehydration reaction. For example,
maltose is a disaccharide formed by the linking of two mole-
cules of glucose (Figure 5.58). Also known as malt sugar, malt-
o= is an ingredient used in brewing The most prevalent
disaccharideis sucrose, which is table sugar. Its
are glucose and fructose (Figure 5.5b). generaly trans-
port carbohydrates from leaves to roots and other nonphoto-
synthetic organs in the form of sucrose. Lactose, the sugar
present in milk, is another disaccharide, in this case a glucose
moleculejoined to a galactose molecule.

Trrose sugars Pentosesugars Hexose sugars
(C3Hs03) (CsH100s) (CgH,;05)
M 4l H, 40 H_#g
. Nl
§ : ;
| I
H—C—OH H—C—OH H—C—OH H—C—OH
| |
" H—cl—OH H—C—OH HO—C—H HO—C—H
a
n | |
% H H—C—OH H—C—OH HO—Cl—H
= i
= Glycerajdehyde H—C—OH H—C —OH H—C—Oh
| |
H H—C—OH H—C—OH
Ribose H H
Glucose
«e H ll-l }ii
—C—OH H—C—OH H—Ql—OH
T
z i =
* Figure 5.3 The structure and ?_O ' ? 2
classification of some monosaccharides. " H—C—OH T _____ HO —C—H
Sugars may be aldoses (aldehyde sugars, top 3 | i |
row) or ketoses (ketone sugars, bottom g H H—g—BH H—C—OH
depending on the location of the carbonyl group = 1 | f
(dark orange). Sugars are also classified Dihydroxyacetone. H_Cl_OH ===l
. |
according to the length ofthglr .cart.mn H =R
skeletons. A point of variation is the spatial |
arrangement around asymmetric carbons Ribuiose H

(cornpare, for example, the purple portions of
glucose and galactose).

70 UNIT ONE  The Chemistry of Life

Fructoses




H 2]
i 5

Cheot SCHOH CH.oH
H—t—0H 5¢ 0—H 5C—0), By
Ho /) ¥ H\ i \\ # N
e .E'\IH [ F=b AR 1c I(I\ C',F ‘H 23l
AN @SR .
6 Bl___:cl. oH a? '| ot A
H OH H OH

(@)" Linear and ring forms. Chemical equilibrium between the linear and ring
structures greatly favors the formation of rings. To form the glucose ring,

carbon 1 bonds to the oxygen attached to carbon 5,

A Figure 5.4 Linear and ring forms of glucose.

(a) Dehydration reaction in CH- Bk
the synthesis of maltose.
The bonding of two glucose
units forms maltose. The
glycosidic link joins the
number 1 carbon of one
glucose to the number 4
carbon of the second glucose
Joining the glucose monomers @
in a different way would re- «
suit in a different disaccharide.

(b) Dehydration reaction in
the synthesis of sucrose.
Sucrose is a disaccharide
formed from glucose and
fructose. Notice that
fructose, though a hexose
like giucose, forms a five-
sided ring.

Glucose

A Figure 55 Examples of disaccharide synthesis.

Polysaccharides

Polysaccharides are macromolecules, polymers with a few
hundred to a few thousand monosaccharidesjoined by glyco-
sidic linkages. Some polysaccharides serve as storage material,
hydrolyzed as needed to provide sugar for cells. Other poly-
saccharides serve as building material for structures that
protect the cell or the whole organism. The architecture and
function of a polysaccharide are determined by its sugar mono-
mers and by the positions of its glycosidic linkages.

Storage Polysaccharides

Starch, astorage polysaccharide of plants, is apolymer consist-
ing entirely of glucose monomers. Mogt of these monomers are

CHOH CH,0H

o :
100 ]
H HO t'}H "“”
(‘_H}QH
£

Fructose

(b) Abbreviated ring structure. Each cornei
represents a carbon. The ring's thicker edge
indicates that .you are looking at the ring
edge-on; the components attached to the ring
lie above or below the plane of the ring.

1tk
"l_ R glycostdic
) 3 1 links xgr\

Maltose:

(H JOH

= /']\

P H
w H,0H

H g,rLL
1

Sucrose

joined by 1-4 linkages (number 1 carbon to number 4 carbon),
like the glucose unitsin maltose (see Figure 5.5a). The angle of
these bonds makes the helical. The simplest form of
starch, amylose, is unbranched. Amylopectin, amore complex
form of starch, is a branched polymer with linkages at
branch points.

Plants store starch as granules within cellular structures called
plastids, which include chloroplasts (Figure 5.6a). Synthesizing
starch enables the plant to stockpile surplus glucose. Because
glucose is a mgor cellular fud, starch represents

The sugar can later be withdrawn from this carbohydrate
"bank" by hydrolysis, which breaks the between the
glucose monomers. Most animals, including
have enzymes that can hydrolyze plant starch, making
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Chigroplast Starch
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{a} Starchr a plant polysaccharide. Two forms of starch are
amylose (unbranched) and amylopectin (branched). The light ovals
in the micrograph are granules of starch within a cbioropiasi of a
plant cell.

A Figure 5.6 Storage polysaccharides of plants and animals
and glycogen, are composed entirely of glucose monomers, represented
their molecular structure, the polymer chains tend to form helices.

available as a nutrient for cells. Potato tubers and grains—the
fruits of wheat, corn, rice, and other grasses—are the major
sources of starch in the human diet.

Animals store a polysaccharide caled glycogen, a polymer
of glucose that is like amylopectin but more extensively
branched (Figure 5.6b). Humans and other vertebrates store
glycogen mainly in liver and muscle cells. Hydrolysis of glyco-
gen in these cells releases glucose when the demand for sugar
increases. This stored fud cannot sustain an animal for long,
however. In humans, for example, glycogen stores are de-
pleted in about a day unless they are replenished by con-
sumption of food.

Structural  Polysaccharides

Organisms build strong materials from structural polysaccha-
rides. For example, the polysaccharide called cellulose is a
major component of the tough walls that enclose plant cells.
On a globa scale, plants produce amost 10™ (100 billion)
tons of cellulose per year; it is the most abundant organic
compound on Earth. Like starch, cellulose is a polymer of
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(b) Glycogen: an animal polysaecharide. Glycogen is more branched
than amyiopectin. Animal celis stockpile gfycogen as dense clusters of
granules within liver and muscle celfs. (The micrograph shows part of
a liver ceil; mitochondria are organelies that help break down sugars.)

. These examples, starch
here by hexagons. Due to

glucose, but the glycosidic linkages in these two polymers dif-
fer. The difference is based on the fatt that there are actualy
two dightly different ring structures for glucose (Figure 5.7a).
When glucose forms a ring, the hydroxyl group attached to
the number 1 carbon is positioned either below or above the
plane of the ring. These two ring forms for glucose are called
apha (a) and beta ((3), respectively In starch, al the glucose
monomers are in the a configuration (Figure 5.7b). the
arrangement we saw in Figures 5.4 and 5.5, In contrast, the
glucose monomers of cellulose are dl in the (3 configuration,
making every other glucose monomer upside down with re-
spect to its neighbors (Figure 5.7c).

The differing glycosidic links in starch and cellulose give the
two molecules distinct three-dimensional shapes. Whereas a
starch molecule is mostly helical, a cellulose molecule is
straight (and never branched), and its hydroxyl groups are
free to hydrogen-bond with the hydroxyls of other cellulose
molecules lying paralldl to it. In plant cell walls, paralel celu-
lose molecules held together in thisway are grouped into units
caled microfibrils (Figure 5.8). These cable-like microhbrils




< CH,GH
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(a) aand ji glucose ring structures. These two interconvertible
forms of glucose differ in the placement of the hydroxyl
group attached to the number 1 carbon.

A Figure 5.7 Starch and cellulose structures

Cellulose microfibrils
in a plant cell wall
o

Parallel cellulose molecules are
held together by hydrogen

bonds between hydroxyl |-
groups attached to carbon
atoms 3 and 6.

A Figure 5.8 The arrangement of cellulose in plant cell walls.

OH

N

! <~. / o GH Qrﬁ/\m

CH:OH { .I-I

CH{OH

(c) Cellulose: 1-4 linkage of (3 glucose monomers. The angles of
the bonds that link the rings make every other glucose monomer
upside down with respect to its neighbors. Compare the positions
of the highlighted-OH groups in (b) starch and (c) cellulose.

About SO cellulose
molecules associate

to form a microfibril, the
main architectural unit
of the plant celi wall.

A cellulose molecule
is an unbranched [3
glucose polymer.
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« Figure 5.9 Cellulose-digesting bacteria are found in
grazing animals such as this cow.

are astrong building materia for plants aswell as for humans,
who use wood, which isrich in cellulose, for lumber.
Enzymes that digest starch by hydrolyzing its a linkages are
unable to hydrolyze the (3 linkages of cellulose because of the
distinctly different shapes of these two molecules. In fact, few
organisms possess enzymes that can digest cellulose. Humans
do not; the cellulose in our food passes through the digestive
tract and is eliminated with the feces. Along the way, the cellu-
lose abrades the wall of the digestive tract and stimulates the
lining to secrete mucus, which aids in the smooth passage of
food through the tract. Thus, although cellulose is not a nutri-
ent for humans, it is an important part of a hedthful diet. Most
fresh fruits, vegetables, and whole grains are rich in cellulose.
On food packages, "insoluble fiber" refers mainly to cellulose.
Some microbes can digest cellulose, breaking it down to glu-
cose monomers. A cow harbors cellulose-digesting bacteria in
the rumen, the first compartment in its stomach (Figure 5.9).
The bacteria hydrolyze the cellulose of hay and grass and con-
vert the glucose to other nutrients that nourish the cow. Simi-
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(a) The structure of the chitin monomer.

A Figure 5.10 Chitin, a structural polysaccharide.
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(b) Chitin forms the exoskeleton of arthropods.
This cicada is molting, shedding its old
exoskeleton and emerging in adult form.

larly, atermite, whichisunable to digest cellulose by itsdlf, has
microbes living in its gut that can make amed of wood. Some
fungi can aso digest cellulose, thereby helping recycle chem-
ica elements within ecosystems,

Another important structural polysaccharide is chitin, the
carbohydrate used by arthropods (insects, spiders, crustaceans,
and related animals) to build their exoskeletons (Figure 5.10).
An exoskeleton is a hard case that surrounds the soft parts of an
animal. Pure chitin is lesthery, but it becomes hardened when
encrusted with calcium carbonate, a sdt. Chitin is aso found
in many fungi, which use this polysaccbaride rather than
cellulose as the building materia for their cell walls. Chitin is
similar to cellulose, except that the glucose monomer of chitin
has a nitrogen-containing appendage (see Figure 5.10q).

Concept Check

1. Write the formula for a monosaccharide that has
three carbons.

2. A dehydration reaction joins two glucose molecules
to form maltose. The formula for glucose is
CeH12Qs. What is the formula lor maltose?

3. Compare and contrast starch and cellulose.

For suggested answers, see Appendix A.

Lipids are a diverse group
of hydrophobic molecules
Lipids are the one class of large biological molecules that does

not consist of polymers. The compounds cdled lipids are
grouped together because they share one important trait:

(c) Chitin is used to make a strong and flexible
surgical thread that decomposes after the
wound or incision heals.




They have little or no &finity for water. The hydrophobic
behavior of lipids is based on their molecular structure. Al-
though they may have some polar bonds associated with oxy-
gen, lipids consist mostly of hydrocarbons. Smaller than true
(polymeric) macromolecules, lipids are a highly varied group
in both form and function. Lipids include waxes and certain
pigments, but we will focus on the most biologically impor-
tant types of lipids: fats, phospholipids, and steroids.

Fats

Although fas are not polymers, they are large molecules, and
they are assembled from smaller molecules by dehydration
reections. A fat is constructed from two kinds of smaller mole-
cules: glycerol and faity acids (Figure 5.11a). Glyceral is an
acohol with three carbons, each bearing a hydroxyl group- A
fatty acid has along carbon skeleton, usually 16 or 18 carbon
stomsin length. At one end of the faity acid is a carboxyl group,
the functiona group that gives these molecules the name faity
acid. Attached to the carboxyl group is a long hydrocarbon
chain. The nonpolar C—H bonds in the hydrocarbon chains of
fatty acids are the reason fats are hydrophobic. Fats separate
from water because the water molecules hydrogen-bond to one

Fatty acid
(palmitic acid)

Glycerol
(a) Dehydration reaction in the synthesis of a fat
Ester linkage

HI =0l

(b) Fat molecule (triacylglycerol)

A Figure 5.11 The synthesis and structure of a fat, or
triacylglycerol. The molecular building blocks of a fat are one
molecule of glycerol and three molecules of fatty acids, (a) One water
molecule is removed for each fatty acid joined to the glycerol. (b) A fat
molecule with three identical fatty acid units. The carbons of the fatty
acids are arranged zig-zag to suggest the actual orientations of the
four single bonds extending from each carbon (see Figure 43a).

another and exclude the fats. A common example of this phe-
nomenon is the separation of vegetable oil (a liquid fat) from
the agueous vinegar solution in abottle of salad dressing.

In making afa, three fatty acid molecules eachjoin to glyc-
erol by an ester linkage, a bond between a hydroxyl group and
acarboxyl group. Theresulting fat, aso caled atriacylgiycerol,
thus consists of three fatty acids linked to one glycerol mole-
cule. (Still another name for a fat is triglyceride, a word often
found in the list of ingredients on packaged foods,) The fatty
acidsin afa can be the same, as in Figure 5.11b, or they can
be of two or three different kinds.

Fatty acidsvary inlength and in the number and locations of
double bonds. Theterms satur atedfats and unsatur atedfats are
commonly used in the context of nutrition (Figure 5.12). These
terms refer to the structure of the hydrocarbon chains of the
faty acids. If there are no double bonds between carbon atoms
composing the chain, then as many hydrogen atoms as possible
are bonded to the carbon skeleton. Such astructureis described
as being saturated with hydrogen, so the resulting fatty acid is
cdled a saturated fatty acid (Figure 5.12a). An unsaturated

(a) Saturated fat and fatty acid. At room temperature, the
- molecules of a saturated fat sucti as this butter are packed closely
together, forming a solid.

as double bond
causes bending
(b) Unsaturated fat and fatty acid. At room temperature, the
molecules of an unsaturated fat such as this olive oil cannot pack
together closely enough to solidify because of the kinks in their
« ++ fatty acid tails.

A Figure 5.12 Examples of saturated and unsaturated fats
and fatty acids.
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fatty acid has one or more double bonds, formed by the re-
mova of hydrogen atoms from the carbon skeleton. The faty
acid will have akink in its hydrocarbon aas
double bond occurs (Figure 5.12h).

A fa made from saturated faty acids is caled a saturated
fa. animal fats are saturated: The hydrocarbon chains of
their fatty acids—the "tails" of the fat molecules—Ilack double
bonds, and the molecules can pack tightly side by side. Satu-
rated animal fats—such as lard and butter—are solid at room
temperature. In contrast, the fats of plants and fishes are gen-
eraly unsaturated, meaning that they are built of one or more
types of unsaturated fatty acids. Usually liquid at tem-
perature, plant and fats are referred to as oils—olive oil
and cod liver ail are examples. The kinks where the as double
bonds are located prevent the molecules from packing to-
gether closely enough to solidify at room temperature. The
phrase "hydrogenated vegetable oils' labels means
that unsaturated fats have been synthetically converted to sat-
urated fas hydrogen. Peanut butter, margarine, and
many other products are hydrogenated to prevent lipids from
separating out in liquid (oil) form.

A diet rich in saturated fats is one of severd factors that
may contribute to the cardiovascular disease known as athero-
sclerosis. In this condition, deposits caled plaques develop
within the walls of blood vessdls, causing inward bulges that
impede blood flow and reduce the resilience of the vessds.
Recent studies have shown that the process of hydrogenating
vegetable produces not only saturated fats but aso unsat-
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urated fats with trans double bonds. These trans fa molecules
may contribute more than saturated fats to atherosclerosis (see
Chapter 42) and other problems.

Fat has come to have such a negative connotation in our
culture that you might wonder whether fats serve any useful
purpose. The mgor function of fas is energy storage. The hy-
drocarbon chains of fats are smilar to gasoline molecules and
just as rich in energy. A gram of fa stores more than twice as
much energy as agram of a polysaccharide, such as starch. Be-
cause plants are relatively immobile, they can function with
bulky energy storage in the form of starch. (Vegeteble ails are
generally obtained from seeds, where more compact storage is
an asst to the plant.) Animals, however, must carry their en-
ergy stores with them, so there is an advantage to having a
more compact reservoir of fued—fat. Humans and other mam-
mals stock their long-term food reserves in adipose cells (see
Figure 4.6b), which swell and shrink as fa is deposited and
withdrawn from storage. In addition to storing energy, adipose
tissue also cushions such vital organs as the kidneys, and a
layer of fa beneath the skin insulates the body. This subcuta-
neous layer is especidly thick in whales, seds, and most other
marine mammals, protecting them from cold ocean water.

Phospholipids

A phospholipid, as shown in Figure 5.13, is similar to afat, but
has only two fatty acids attached to glyceral rather than three.
The third hydroxyl group of glyceral is joined to a phosphate

< Figure 5.13 The structure of a phospholipid.
A phospholipid has a hydrophilic (polar) head and two
hydrophobic (nonpolar) tails. Phospholipid diversity is
based on differences in the two fatty acids and in the
groups attached to the phosphate group of the head.
This particular phospholipid, called a phosphatidylcholine,
has an attached choline group. The kink in one of its
tails is due to a cis double bond, (a) The structural
formula follows a common chemical convention of
omitting the carbons and attached hydrogens of the
hydrocarbon tails, (b) In the space-filling model,

black = carbon, gray = hydrogen, red = oxygen,
yellow = phosphorus, and blue = nitrogen, (c) This
symbol for a phospholipid will appear throughout

the book.
i Y
i — Hydrophilic
head
T' Hydrophobic

7 tails

(c) Phosphoiipid symbol




 Hydronfiobic \WATER 20 (R bR
A Figure 5.14 Bilayer structure formed by self-assembly of

phospholipids in an aqueous environment. The phospholipid
bilayer shown here is the main fabric of biological membranes. Note

that the hydrophilic heads of the phospholipids are in contact with
water in this structure, whereas the hydrophobic tails are in contact
with each other and remote from water.

group, which has a negative electrical charge. Additional small
molecules, usualy charged or polar, can be linked to the phos-
phate group to form a variety of phospholipids.

Phospholipids show ambivalent behavior toward water.
Their hydrocarbon tails are hydrophobic and are excluded
from water. However, the phosphate group and its attach-
ments form a hydrophilic head that has an afinity for water.
When phospholipids are added to water, they self-assemble
into double-layered aggregates—bilayers—that shield their
hydrophobic portions from water (Figure 5.14).

At the surface of a cell, phospholipids are arranged in a Sm-
ilar bilayer. The hydrophilic heads of the molecules are on the
outside of the bilayer, in contact with the agueous solutions in-
side and outside the cell. The hydrophobic tails point toward
the interior of the bilayer, awvay from the water. The phospho-
lipid bilayer forms a boundary between the cell and its exter-
na environment; in fact, phospholipids are major components
of al cell membranes. This behavior provides another example
of how form fits function at the molecular level.

Steroids

Steroids are lipids characterized by a carbon skeleton con-
sisting of four lused rings (Figure 5.15). Different steroids
vary in the functional groups attached to this ensemble of
rings. One steroid, cholesterol, is a common component of
animal cell membranes and is aso the precursor from
which other steroids are synthesized. Many hormones, in-
cluding vertebrate sex hormones, are steroids produced
from cholesterol (see Figure 4.9). Thus, cholesterol is a cru-
cid molecule in animals, although a high level of it in the
blood may contribute to atherosclerosis. Both saturated fats

A Figure 5.15 Cholesterol, a steroid. Cholesterol is the
molecule from which other steroids, including the sex hormones, are
synthesized. Steroids vary in the functional groups attached to their
four interconnected rings (shown in gold)

and trans fais exert their negative impact on health by &-
fecting cholesterol levels.

Concept Check 3

1. Compare the structure of a fa (triglyceride) with
that of a phospholipid.
2. How do saturated fats differ from unsaturated fats,
both in structure and in behavior?
3. Why are human sex hormones considered to be
Hpids?
for suggested answers, see Appendix A.

Proteins have many structures,
resulting in a wide range of
functions

The importance of proteins LS implied by their name, which
comes from the Greek word proteios, meaning “first place.”
Proteins account for more than 50% of the dry mass of most
cels, and they are instrumental in dmost everything organ-
isms do. Some proteins speed up chemica reactions, while
others play a role in structural support, storage, transport,
cellular communications, movement, and defense against for-
eign substances (Table 5.1, on the next page).

The most important type of protein may be enzymes. Enzy-
matic proteins regulate metabolisn by acting as catalysts,
chemical agents that selectively speed up chemical reactionsin
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Table 5.1 An Overview of Protein Functions I

Type of Protein

Enzymatic proteins

Structural proteins

Storage proteins

Transport proteins

Function

Examples

Selective acceleration of
chemical reactions

Support

Storage of amino acids

Transport of other
substances

Digestive enzymes catalyze the hydrolysis of the polymers in food.

Insects and spiders use silk fibers to make their cocoons and webs, respectively. Col-
lagen and elastin provide a fibrous framework in animal connective tissues- Keratin is
the protein of hair, horns, feathers, and other skin appendages.

Ovalbumin is the protein of egg white, used as an amino acid source for the devel-
oping embryo. Casein, the protein of milk, is the major source of amino acids for
baby mammals. Plants have storage proteins in their seeds.

Hemoglobin, die iron-containing protein of vertebrate blood, transports oxygen
from the lungs to other parts of the body. Other proteins transport molecules across
cell membranes.

Hormonal proteins Coordination of an

organism's activities
Receptor proteins Response of cell to

chemical stimuli
Contractile and Movement

motor proteins

Defensve proteins Protection against disease

Insulin, a homone secreted by the pancreas, helps regulate the concentration
of sugar in the blood of vertebrates.

Receptors built into the membrane of a nerve cell detect chemica signas
released by other nerve cells.

Actin and myosin are responsible for the movement of muscles. Other proteins
are responsible for the undulations of the organelles called cilia and flagella

Antibodies combat bacteria and viruses.

the cell without being consumed by the reaction (Figure 5.16).
Because an enzyme can perform its function over and over
again, these molecules can be thought of as workhorses that
keep cdls running by carrying out the processes of life

A human has tens of thousands of different proteins, each
with a specific structure and function; proteins, in fact, are the
most structurally sophisticated molecules known. Consistent
with their diverse functions, they vary extensively in struc-
ture, each type of protein having a unique three-dimensional
shape, or conformation.

Polypeptides

Diverse as proteins are, they are dl polymers constructed from
the same set of 20 amino acids. Polymers of amino acids are
caled polypeptides. A protein consists of one or more
polypeptides folded and coiled into specific conformations.

Amino Acid Monomers

Amino acids are organic molecules
possessing both carboxyl and amino
groups (see Chapter 4). The illustra-
tion at the right shows the general for-
mula for an amino acid. At the center
of the amino acid is an asymmetric
carbon atom called the alpha (a) car-
bon. Its four different partners are an amino group, a carboxyl
group, a hydrogen atom, and a variable group symbolized by R.
The R group, aso caled the side chain, differs with each amino
acid. Figure 517 shows the 20 amino acids that cells use to

Aming Carkionyt
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78 unIT oNE  The Chemistry of Life

0 Active site is available for
a molecule of substrate, the
reactant on which the enzyme acts.

© Substrate binds to
enzyme.

Sibstrate
& [Sucrose)

Glucose
{'_'> SEnzyme
L @ {Butrasel
i Fructose
| N

L
O Products are released €) Substrate is converted
to products.

4 Figure 5.16 The catalytic cycle of an enzyme. The enzyme
sucrase accelerates hydrolysis of sucrose into glucose and fructose.
Acting as a catalyst, the sucrase protein is not consumed during the
cycle, but is available for further catalysis.
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4 Figure 5.17 The 20 amino acids of acids are shown in their prevailing ionic forms parentheses. All the amino acids used

at pH 7.2, the pH within a cell. The three-letter in proteins are the same enantiomer, called the

proteins. The amino acids are grouped here
L form, as shown here (see Figure 4.7).

according to the properties of their side chains abbreviations for the amino acids are in
(R groups), highlighted in white. The amino
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build their thousands of proteins. Here the amino and car-
boxyl groups are dl depicted in ionized form, the way they
usually exist at the pH in a cell. The R group may be as smple
& a hydrogen atom, as in the ammo acid glycine (the one
amino acid lacking an asymmetric carbon, since two of its a
carbons partners are hydrogen atoms), or it may be a carbon
skeleton with various functional groups attached, as in gluta-
mine. (Organisms do have other amino acids, some of which
are occasionaly found in proteins. Because these are relatively
rare, they are not shown in Figure 5.17.)

The physica and chemical properties of the side chain de-
termine the unique characteristics of a particular amino acid.
In Figure 5.17, the ammo acids are grouped according to the
properties of their side chains. One group consists of amino
acids with nonpolar side chains, which are hydrophobic. An-
other group consists of amino acids with polar side chains,
which are hydrophilic. Acidic amino acids are those with
side chains that are generally negetive in charge owing to the
presence of a carboxyl group, which is usualy dissociated
(ionized) at cellular pH. Basic amino acids have amino groups
in their side chains that are generaly positive in charge.
(Notice that ail amino acids have carboxyl groups and amino
groups; the terms acidic and basic in this context refer only to
groups on the side chains.) Because they are charged, acidic
and basic side chains are aso hydrophilic.

Amino Acid Polymers

Now that we have examined amino acids, Iet's see how they
are linked to form polymers (Figure 5.18). When two amino
acids are positioned so that the carboxyl group of oneis adja
cent to the amino group of the other, an enzyme can cause
them to join by catalyzing a dehydration reaction, with the
removal of a water molecule. The resulting covalent bond is
caled a peptide bond. Repeated over and over, this process
yields a polypeptide, a polymer of many amino acids linked
by peptide bonds. At one end of the polypeptide chain is a
free amino group; at the opposite end is a free carboxyl group.
Thus, the chain has an amino end (N-termmus) and a car-
boxyl end (C-terminus). The repeating sequence of atoms
highlighted in purple in Figure 5.18b is called the polypeptide
backbone. Attached to this backbone are different kinds of
appendages, the side chains of the amino acids. Polypeptides
range in length from a few monomers to a thousand or more.
Each specific polypeptide has a unique linear sequence of
amino acids. The immense variety of polypeptides in nature
illustrates an important concept introduced earlier—that cells
can make many different polymers by linking a limited set of
monomers into diverse sequences.

Determining the Amino Acid Sequence of a Polypeptide

The pioneer in determining the amino acid sequence of
proteins was Frederick Sanger, who, with his colleagues at
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A Figure 5.18 Making a polypeptide chain, (a) Peptide bonds
formed by dehydration reactions link the carboxyl group of one amino
acid to the amino group of the next, (b) The peptide bonds are
formed one at a time, starting with the amino acid at the amino end
(N-terminus). The polypeptide has a repetitive backbone (purple) to
which the amino acid side chains are attached.

Cambridge University in England, worked on the hormone
insulinin the late 1940s and early 1950s. His approach was to
use protein-digesting enzymes and other catalysts that bresk
polypeptides at specific places rather than completely hydrolyz-
ing the chains to amino acids. Treatment with one of these
agents cleaves a polypeptide into fragments (each consisting
ol multiple amino acid subunits) that can be separated by a
technique caled chromatography. Hydrolysis with a different
agent breaks the polypeptide at different sites, yielding a sec-
ond group of fragments. Sanger used chemical methods to de-
termine the sequence of amino acids in these small fragments.
Then he searched for overlapping regions among the pieces
obtained by hydrolyzing with the different agents. Consider,
for instance, two fragments with the following sequences:
CysSa-LerTyr-GIn-Leu
lyr-Gln-Leur-Glu-Asn

We can deduce from the overlapping regions that the intact
polypeptide contains in its primary structure the following
segment:

CysSa-Larlyi-GInLerGlu-A:n




Just as we could reconstruct this sentence from, a collection
of fragments with overlapping sequences of letters, Sanger
and his co-workers were able, after years of effort, LO recon-
struct the complete primary structure of insulin. Since then,
most of the steps involved in sequencing a polypeptide have
been automated.

Protein Conformation and Function

Once we have learned the amino acid sequence of a polypep-
tide, what can it tell us about protein conformation and func-
tion? The Lem polypeptide is not quite synonymous with the
term protein. Even for aprotein consisting of asingle polypep-
tide, the relationship is somewhat analogous to that between a
long strand of yarn and a sweater of particular size and shape
that one can knit from the yarn. A functional protein is not
but one or more polypeptides precisely
twisted, folded, and coiled into a molecule of unique shape
(Figure 5.19). It isthe sequence of a polypeptide
three-dimensional conformation the
protein will take.

When a cell synthesizes a polypeptide, the chain generally
folds spontaneously, assuming the functional conformation
for that protein. This folding is driven and reinforced by the
formation of a variety of bonds between parts of the chain,
which in turn depends on of amino acids.

(roughly spherical), while others are
fibrous in shape. Even within these broad categories, count-
lessvariations are possible.

(a) A ribbon model shows how the single polypeptide chain folds and
coils to form the functional protein. (The yellow lines represent one
type of chemical bond that stabilizes the protein's shape.)

A protein's specific conformation determines how it works.
In dmost every case, the function of a protein depends on its
ability to recognize and bind to some other molecule. For
instance, an antibody (a protein) binds to a particular foreign
substance that has invaded the body, and an enzyme (another
type of protein) recognizes and binds to its substrate, the sub-
stance the enzyme works on. In Chapter 2, you learned that
natural signa molecules caled endorphins bind to specific
receptor proteins on the surface of brain cdls in humans, pro-
ducing euphoria and relieving pain. Morphine, heroin, and
other opiate drugs are able to mimic endorphins because they
dl share a similar shape with endorphins and can thus fit into
and bind to endorphin receptors in the brain. This fit is very
specific, something like alock and key (see Figure 2. 7). Thus,
the function of a protein—for instance, the ability of a receptor
protein to identify and associate with a particular pain-relieving
signal molecule—is an emergent property resulting from exqui-
site molecular order.

Four Levels of Protein Structure

In the complex architecture of a protein, we can recognize
three superimposed levels of structure, known as primary,
secondary, and tertiary structure. A fourth level, quaternary
structure, arises when a protein consists of two or more
polypeptide chains. Figure 5.20, on the following two pages,
describes these four levels of protein structure. Be sure to
study this figure thoroughly before going on to the next
section.

Groove
‘

< |
-

(b) A space-filling model shows more clearly the globular shape

seen in many proteins, as well as the specific conformation
unique to lysozyme.

4 Figure 5.19 Conformation of a protein, the enzyme lysozyme. Present in our
sweat, tears, and saliva, lysozyme is an enzyme that helps prevent infection by binding to and
destroying specific molecules on the surface of many kinds of bacteria. The groove is the part
of the protein that recognizes and binds to the target molecules on bacterial walls.

CHAPTER 5 The Structure and Function o Macromolecules 81




Figure 5.20

Levels of Protein Structure

PRIMARY STRUCTURE

The primary structure of a protein is its unique sequence of amino
acids. As an example, let's consider transthyretin, a globular protein
found in the blood that transports vitamin A and a particular thyroid
hormone throughout the body. Each of the four identical poiypep-
tide chains that, together, make up transthyretin is composed of 127
amino acids. Shown here is one of these chains unraveled for a closer
look at its primary structure. A specific! one of the 20 amino acids,
indicated here by its three-letter abbreviation, occupies each of the
127 positions along the chain. The primary structure is like the order
of lettersin a very long word. If left to chance, there would be 20

different ways of making a polypeptide chain 127 amino acids long.
However, the precise primary structure of a protein is determined
not by the random linking of amino acids, but by inherited genetic
information.

Carboxylend
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ji pleated sheet

SECONDARY STRUCTURE

Most proteins have segments of their polypeptide chains repeatedly
coiled or folded in patterns that contribute to the proteins overall con-
formation. These coils and folds, collectively referred to as secondary
structure, are the result of hydrogen bonds between the repeating
constituents of the polypeptide backbone (not the amino acid side
chains). Both the oxygen and the nitrogen atoms of the backbone are
electronegative, with partid negative charges (see Figure 2.15). The
weakly positive hydrogen atom attached to the nitrogen atom has an
afinity for the oxygen atom of a nearby peptide bond. Individualy,
these hydrogen bonds are weak, but because they are repeated many
times over arelatively long region of the polypeptide chain, they can
support a particular shape for that part of the protein.

One such secondary structure is the a helix, a delicate coil held
together by hydrogen bonding between every fourth amino acid,
shown above for transthyretin. Although transthyretin has only one a
helix region (see tertiary structure), other globular proteins have mul-
tiple stretches of a helix separated by nonhelical regions. Somefibrous
proteins, such as a-keratin, the structural protein of hair, have the ct
helix formation over most of their length.

The other main type of secondary structure is the (3 pleated sheet.
As shown above, in this structure two or more regions of the polypep-
tide chain lying side by side are connected by hydrogen bonds between
parts of the two parallel polypeptide backbones. Pleated sheets make
up the core ol many globular proteins, as is die case for transthyretin,
and dominate some fibrous proteins, including the silk protein of a
spider's web. The teamwork of so many hydrogen bonds makes each
spider silk fiber stronger than a steel strand of the same weight.

Abdominal glands of the
spider secrete silk fibers |
that form the web

The radiating strands, made
of dry silk fibers, maintain
the shape of the web

The spiral strands (capture
strands) are elastic, stretching
in response to wind, rain
and the touch of insects

Spider silk: a structural protein
containing p pleated sheets




TERTIARY STRUCTURE

Superimposed on the patterns of secondary structure is a protein's
tertiary structure, shown above for the transthyretin polypeptide.
Rather than involving interactions between backbone constituents,
tertiary structure is the overall shape oi a polypeptide resulting from
interactions between the side chains (R groups) of the various amino
acids. One type of interaction that contributes to tertiary structure
is—somewhat misleadingly—called a hydrophobic interaction. As
a polypeptide folds into its functional confomiation, amino acids
with hydrophobic
(nonpolar) side
chains usually
end up in clus-
ters at the core
of the protein,
out of contact
with water. Thus,
what we call a hydropho-
bic interaction is actually
caused by the action of
water molecules, which
exclude nonpolar sub-
stances as they form
hydrogen bonds with each
other and with hydrophilic
parts of the protein. Once non-
polar amino acid side chains are
close together, van der Waals interactions help hold them together.
Meanwhile, hydrogen bonds between polar side chains and ionic
bonds between positively and negatively charged side chains also
help stabilize tertiary structure. These are all weak interactions, but
their cumulative effect helps give the protein a unique shape.

The confomiation of a protein may be reinforced further by cova-
Isnt bonds called disulfide bridges. Bisulfide bridges form where
two cysteine monomers, amino acids with sulfhydryl groups (—SH)
on their side chains, are brought close together by the folding of the
protein. The sulfur of one cysteine bonds to the sulfur of the second,
£nd the disulfide bridge (~—S—S—) rivets parts of the protein together
(see yellow lines in Figure 5.19a). All of these different kinds of
bonds can occur in one protein, as shown above in asmall part of a
hypothetical protein.

. Hydrophobic
linteractions and
van der Waals
interactions

P, s, Y
Disulfide bridge

lonic bond

Some proteins consist of two or more polypeptide chains aggregated
into one functional macromolecule. Quaternary structure is the over-
al protein structure that results from the aggregation of these polypep-
tide subunits. For example, shown above is the
complete, globular transthyretin protein, made up of
its four polypeptides. Another example is collagen,
shown on the right, which is a fibrous protein that
has helical subunits intertwined into a larger triple
helix, giving the long fibers great strength. This suits
collagen fibers to their function as the girders of con-
nective tissue in skin, bone, tendons, ligaments, and
other body parts (collagen accounts for 40% of
the protein in a human body). Hemoglobin, the
oxygen-binding protein of red blood cells shown
below, is another example of a globular protein
with quaternary structure. It consists of four poly-
peptide subunits, two of one kind (a chains) and
two of another kind (* chains). Both a and P sub-
units consist primarily of a-helical secondary struc-
ture- Each subunit has a nonpolypeptide
component, called heme, with an iron atom that
binds oxygen.

aiypeptide

Collagen 3

p Chains
S
.,\

>lron
\H'.’ﬁ’n"

ot Chains
Hemoglobin
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Sickle-Cell Disease: A Simple Change in
Primary Structure

Even a dight change in primary structure can fect a protein's
conformation and ability to function. For instance, the substi-
tution of one ammo acid (yaline) for the normal one (glutamic
acid) at a particular position in the primary structure of he-
moglobin, the protein that carries oxygen in red blood cells,
can cause sickle-cell disease, an inherited blood disorder. Nor-
mal red blood cells are disk-shaped, but in sickle-cell disease,
the abnormal hemoglobin molecules tend to crystalize, de-
forming some of the cells into asickle shape (Figure 5.21). The
life of someone with the disease is punctuated by 'sickle-cell
crises, which occur when the angular cells clog tiny blood
vessals, impeding blood flow. The toll taken on such patients
is a dramatic example of how a simple change in protein
structure can have devastating effects on protein function.

Normal hemoglobin

Primary [ K Hi-H Leu H Tir H ProlfGlu 1 Gl
structure 1 2 3 4 5 6
Secondary
and tertiary \ [ subunit
structures i
‘. I
|
Quaternary Normal
structure hemoglobin
(top view)
Function Molecules do S ! a
not associate
with one
another; each s &
carries oxygen. @q q
Red blood Normal celts are
cell shape full of individual

hemoglobin
molecules, each

carrying oxygen.

What Determines Protein Conformation?

Youve learned that a unique shape endows each protein with

a specific function. But what are the key factors determining
protein conformation? You already know most of the answer:
A polypeptide chain of a given amino acid sequence can
spontaneously arrange itsdlf into a three-dimensional shape
determined and maintained by the interactions responsible
for secondary and tertiary structure. This folding normally
occurs as i ke protein is being synthesized within the cell.
However, protein conformation also depends on the physica
and chemical conditions of the proteins environment. If the
pH, sat concentration, temperature, or other aspects of its
environment are altered, the protein may unravel and lose its
native conformation, a change caled denaturation (Figure
S.22). Because it is misshapen, the denatured protein is bio-
logicaly inactive.

Sickle-celt hemoglobin

Primary
structure
Exposed —_ & "é.

Secondary hydraphobic [ = !
and tertiary region b j3 subunit
structures \ . |
Quaternary Sickle-cell
structure hemoglobiri
Function Molecules

interact with

one another to

crystallize into

a fiber; capacity

to carry oxygen is ’ =

greatiy reduced- Ey

1IQum

Red blood Fibers .of abnormal
ceN shape hemoglobin deform

cl into sickle

shape.

A Figure 5.21 A single amino acid substitution in a protein causes sickle-cell disease.
To show fiber formation clearly, the orientation of the hemoglobin molecule here is diff&rent from that in

Figure 5.20.
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Denaturation

rd

A S & 0 ST
SERE '\ NON s
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-~ Denatured protein

Renaturation

A. Figure 5.22 Denaturation and renaturation of a protein.

temperatures or various chemical treatments will denature a
protein, causing it to lose and hence its ability to
function. denatured protein remains dissolved, it can often
renature when the chemical and physical aspects of its environment
are restored to normal.

Most proteins become denatured if they are transferred
from an aqueous environment to an organic solvent, such as
ether or chloroform; the polypeptide chain refolds so that its
hydrophobic regions face outward toward the solvent. Other
denaturation agents include chemicals that disrupt the hydro-
gen bonds, ionic bonds, and disulfide bridges that maintain a
protein's shape. Denaturation can aso result from excessive
heat, which agitates the polypeptide chain enough to over-
power the weak interactions that stabilize conformation. The
white of an egg becomes opague during cooking because the
denatured proteins are insoluble and solidify This aso ex-
plains why extremely high fevers can be fatd: Proteins in the
blood become denatured by such high body temperatures.

When a protein in a test-tube solution has been denatured
by heat or chemicals, it will often return to its functiona
shape when the denaturing agent is removed. We can con-
clude that the information for building specific shape is in-
trinsic to the proteins primary structure. The sequence of
amino acids determines conformation—where an a helix can

> Figure 5.23

A chaperonin in
fiction. The
computer graphic
(eft) shows a large
chaperonin protein
complex with an
interior space that
provides a shelter
for the proper folding
of newly made
polypeptides. The
complex consists of
two proteins: One
protein is a hollow
cylinder; the other is
a cap that can fit on
either end.

Chaperonin
(fully assembled) Action

Steps of Chaperonin

O An unfolded poly-
peptide enters the
cylinder from one end.

form, where fi pleated sheets can occur, where disulfide
bridges are located, where bonds can form, and so on.
However, in the crowded environment inside a cell, correct
folding may be more of a problem than it isin atest lube.

The Protein-Folding Problem

Biochemists now know the amino acid sequences of more than
875,000 proteins and the three-dimensional shapes of about
7,000. One would think that by correlating struc-
tures of many proteins with their conformations, it would
relatively easy to discover the rules of protein folding. Unfortu-
nately, the protein-folding problem isnot that smple. Maost pro-
teins probably go through severd intermediate states on their
way to a stable conformation, and looking at the mature con-
formation does not reved stages of folding required to
achieve that form. However, biochemists have developed meth-
ods for tracking a protein ihrough its intermediate stages of
folding. Researchers have aso discovered chaperonins (aso
caled chaperone proteins), protein molecules assist the
proper folding of other proteins (Figure 5.23). Chaperonins do
not actually specify the fina structure of a polypeptide.
Instead, they work by keeping the new polypeptide segregated
from "bed influences' in the cytoplasmic environment while it
folds spontaneously. The well-studied chaperonin shown in
Figure 5.23, from the bacterium E. coli, is a giant multiprotein
complex shaped like a hollow cylinder. The cavity provides a
shelter for folding polypeptides of various types.

Even when scientists have an actual protein in hand, deter-
mining its exact three-dimensional structure is not simple, for
asingle protein molecule isbuilt of thousands of atoms. X-ray
crystallography is an important method used to determine a
proteins three-dimensiona structure (Figure 5,24). Another
method that has recently been applied to this problem is nu-
clear magnetic resonance spectroscopy, which does

not require protein crystalization. These approaches have
contributed greetly to our understanding of protein structure
valuable hints

and have aso given protein function.

€) The cap comes
off, and the properly
folded protein is
released.

) The cap attaches, causing the
cylinder to change shape in
such a way that it creates a
hydrophilic environment for
the folding of the polypeptide.
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Figure 5.24

X-Ray Crystallography

APPLICATION Scientists use X-ray crystallography to
determine the three-dimensional structure of macromolecules such
as nucleic acids and proteins. In this figure we will examine how
researchers at the University of California, Riverside, determined the
structure of the protein ribonuclease, an enzyme whose function

involves binding to a nucleic acid molecule.
Researchers aim an X-ray beam through

| the crystallized protein. The atoms of the crystal diffract (deflect)

| the X-rays into an orderly array. The diffracted X-rays expose

| photographic film, producing a pattern of spots known as an X-ray
| diffraction pattern. A yX-ray

| | ./ diffraction pattern

Photographic film

Diffracted X-rays s—-

Heray
beam

Crystal

Using data from X-ray diffraction patterns, as
| well as the amino acid sequence determined by chemical methods,
| scientists build a 3D computer model of the protein, such as this
model of the protein ribonuclease (purple) bound to a short strand
of nucleic acid (green).

Nucleic acid  Protein

(b) 3D computer model

(a) X-ray diffraction pattern

Concept Check

1. Why does a denatured protein no longer function
normally?

2. Differentiate between secondary and tertiary struc-
ture by describing the parts of the polypeptide chain
that participate in the bonds that hold together each
level of structure.

3. A genetic mutation can change a protein's primary
structure. How can this destroy the protein's function?

For suggested answers, see Appendix A.
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Nucleic acids store and transmit
hereditary information

If the primary structure of polypeptides determines the con-
formation of a protein, what determines primary structure?
The ainino acid sequence of a polypeptide is programmed by
aunit of inheritance known as a gene. Genes consist of DNA,
which is a polymer belonging to the class of compounds
known as nucleic acids.

The Roles of Nucleic Acids

There are two types of nucleic acids: deoxyribonucleic acid
(DNA) and ribonucleic acid (RNA). These are the molecules
that enable living organisms to reproduce their complex
components from one generation to the next. Unique among
molecules, DNA provides directions for its own replication.
DNA also directs RNA synthesis and, through RNA, controls
protein synthesis (Figure 5.25).

i

e = CYTOPLASM

- T=Amino
Poiypeptide 7 acids

A Figure 5.25 DNA -* RNA -» protein: a diagrammatic
overview of information flow in a cell. In a eukaryotic cell,
DNA in the nucleus programs protein production in the cytoplasm by
dictating the synthesis of messenger RNA (mMRNA), which travels to the
cytoplasm and binds to ribosomes. As a ribosome (greatly enlarged in
this drawing) moves along the mRNA, the genetic message is
translated into a polypeptide of specific amino acid sequence.




DNA is the genetic material that organisms inherit from
their parents. Each chromosome contains one long DNA mol-
ecule, usually consisting of from several hundred to more
than a thousand genes. When a cell reproduces itslf by di-
viding, its DNA molecules are copied and passed along from
one generation of cells to the next. Encoded in the structure of
DNA is the information that programs dl the cdl's activities.
The DNA, however, isnot directly involved in running the op-
erations of the cell, any more computer software by itself

a box of
cereal. Just as a printer is needed to print out a statement and
a scanner is needed to read a bar code, proteins are required
to implement genetic programs. The molecular hardware of the
cell—the tools for most biological functions—consists of pro-
teins. For example, the oxygen carrier in the blood is the
protein hemoglobin, not the DNA that specifies its structure.

How does RNA, the other type of nucleic acid, fit the
of genetic information from Each gene

length of a DNA molecule directs the synthesis of
a type of RNA called messenger RNA (mRNA). The mRNA
protein-synthesizing

molecule then interacts with the

machinery to direct the production of a polypeptide. We can
summarize the flow of genetic information as DNA ~* RNA
-» protein (see Figure 5.25). The actual sites of protein syn-
thesis are cellular structures called ribosomes. In a eukaryotic
cell, ribosomes are located in the cytoplasm, but DNA resides
in the nucleus. Messenger RNA conveys the genetic instruc-
tions for building proteins from the nucleus to the cytoplasm.
Prokaryotic cells lack nuclel, but they <till use RNA to send a
message from the DNA to the ribosomes and other equipment
of the cell that translate the coded information into amino
acid sequences.

The Structure of Nucleic Acids

Nucleic acids are macromolecules that exist as polymers
cdled polynucleotides (Figure 5.26a). As indicated by the
name, each poiynucleotide consists of monomers caled nu-
cleotides. Anucleotide is itself composed of three parts: a ni-
trogenous base, a pentose (five-carbon sugar), and a phosphate
group (Figure 5.26b). The portion of this unit without the
phosphate group is called anucleoside.

Nitrogenous bases

5" end
Pyrimidines
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2 if
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[ group " Pentose LY HC\ Il " HC L
sugar Ny CH U VN
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(b) Nucleotide N Adenine Glianine
oH A G
3" end .\'._
(a) Poiynucleotide, or \ Pentose sugars
nucleic acid A 5 5
4 HOCH, o OH HOC OH
A Figure 5.26 The components of nucteic acids, (a) A poiynucleotide has A .‘H | " v
a regular sugar-phosphate backbone with variable appendages, the four kinds of A a| i ) ‘; / !
nitrogenous bases. RNA usually exists in the form of a single poiynucleotide, like H e H | o H
the one shown here, (b) A nucleotide monomer is made up of three components: OH H Ol‘-i OH

a nitrogenous base, a sugar, and a phosphate group, linked together as shown

here. Without the phosphate group, the resulting structure is called a nucleoside.
(c) The components of the nucleoside include a nitrogenous base (either a purine

or a pyrimidine) and a pentose sugar (either deoxyribose or ribose).

Depxyrifaose (in DNA) Ribose (in RNA)

(c) Nucleoside components
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Nucleotide Monomers

To build anucleotide, |e's first consider the two components of
the nucleoside: the nitrogenous base and the sugar (Figure
5.26¢). There are two families of nitrogenous bases. pyrimidines
and purines. A pyrimidine has a six-membered ring of carbon
and nitrogen atoms. (The nitrogen atoms tend to take up H*
from solution, which explains the term nitrogenous base.) The
members of the pyrimidine family are cytosne (C), thymine
(T), and uracil (U). Purines are larger, with a six-membered
ring fused to a five-membered ring. The purines are adenine (A)
and guanine (G). The specific pyrimidines and purines differ in
the functiona groups attached to the rings. Adenine, guanine,
and cytosine are found in both types of nucleic acid; thymineis
found only in DNA and uracil only in RNA.

The pentose connected to the nitrogenous base is ribose in
the nucleotides of RNA and deoxyribose in DNA (see Figure
5.26¢). The only difference between these two sugars is that
deoxyribose lacks an oxygen atom on the second carbon in the
ring; hence its name. Because the atoms in both the nitroge-
nous base and the sugar are numbered, the sugar atoms have a
prime (") after the number to distinguish them. Thus, the sec-
ond carbon in the suger ring is the 2' ("2 prime") carbon, and
the carbon that sticks up from thering is called the 5' carbon.

So fa, we have built a nucleoside. To complete the con-
struction of a nucleotide, we attach a phosphate group to the
5' carbon of the sugar (see Figure 5.26b). The molecule is now
anucleoside monophosphate, better known as a nucleotide.

Nucleotide Polymers

Now we can see how these nucleotides are linked together to
build a polynucleotide. Adjacent nucleotides arejoined by cova-
lent bonds called phosphodiester linkages between the —OH
group on the 3' carbon of one nucleotide and the phosphate
on the 5 carbon of the next. This bonding results in a
backbone with a repeating pattern of sugar-phosphate

units (see Figure 5.26a). The two free ends of the

polymer are digtinctly different from each other.
Oneend has a phosphate attached to a5' car-
bon, and the other end has a hydroxyl
group on a 3 carbon; we refer to these

as the 5 end and the 3' end, <&
respectively So we can say that the !
DNA strand has abuilt-in direction-
dity along its sugar-phosphate back-
bone, from 5' to 3', somewhat like a
one-way street. All aong this sugar-
phosphate backbone are appendages con-
sisting of the nitrogenous bases.

The sequence of bases dlong a DNA (or mRNA) polymer is
unique for each gene. Because genes are hundreds to thousands
of nucleotides long, the number of possible base sequences is
ffectively limitless. A gene's meaning to the cedll is encoded in
its specific sequence of the four DNA bases. For example, the
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A Figure 527 The DNA double

sequence AGGTAACTT means one thing, whereas the se-
quence CGCTTTAAC has a different meaning. (Red genes, of
course, are much longer.) The linear order of bases in a gene
specifies the amino acid sequence—the primary structure—of
a protein, which in turn specifies that proteins three-dimen-
sional conformation and function in the cell.

The DNA Double Helix

The RNA molecules of cdls consist of a single polynucleotide
chain like the one shown in Figure 5.26. In contrast, cellular
DNA molecules have two polynucleotides that spiral around an
imaginary axis, forming a double helix (Figure 5.27). James
Watson and Francis Crick, working at Cambridge Universty,

Sugar-phosphate
backbone

Base pair (joined by
hydrogen bonding)

—Old strands

helix and its replication. The DNA
molecule is usually double-stranded, with the
sugar-phosphate backbone of the antiparallel
polynucleotide strands (symbolized here by blue
ribbons) on the outside of the helix. Holding the two

strands together are pairs of nitrogenous bases attached

to each other by hydrogen bonds. As illustrated here with
symbolic shapes for the bases, adenine (A) can pair only with
thymine (T), and guanine (G) can pair only with cytosine (C).
When a cell prepares to divide, the two strands of the double
helix separate, and each serves as a template for the precise
ordering of nucleotides into new complementary strands (orange).
Each DNA strand in this figure is the structural eguivalent of the
polynucleotide diagrammed in Figure 5.26a.

3'end




first proposed the double helix as the three-dimensional struc-
ture of DNA in 1953. The two sugar-phosphate backbones run
in opposite 5 —> 3' directions from each other, an arrange-
ment referred to as antiparallel, somewhat like a divided high-
way. The sugar-phosphate backbones are on the outside of the
helix, and the nitrogenous bases are paired in the interior of
the helix. The two polynuclectides, or strands, as they are
caled, are held together by hydrogen bonds between the
paired bases and by van der Waals interactions between the
stacked bases. Most DNA molecules are very long, with thou-
sands or even millions of base pairs connecting the two
chains. One long DNA double helix includes many genes,
each one a particular segment of the molecule.

Only certain bases in the double helix are compatible with
each other. Adenine (A) always pairs with thymine (T), and
guanine (G) aways pairs with cytosine (C). If we were to read
the sequence of bases along one strand aswe traveled the length
of the double helix, we would know the sequence of bases
aong the other strand. If a stretch of one strand has the base se-
quence 5-AGGTCCG-3, then the base-pairing rules tell us
that the same stretch of the other strand must have the se-
quence 3-TCCAGGC-5'. The two strands of the double helix
are complementary, each the predictable counterpart of the
other. It is this feature of DNA that makes possible the precise
copying of genes that is responsible for inheritance (see Figure
5.27). In preparation for cell division, each of the two strands
of a DNA molecule serves as a template to order nucleotides
into a new complementary strand. The result is two identical
copies of the origina double-stranded DNA molecule, which
are then distributed to the two daughter cells. Thus, the struc-
ture of DNA accounts for its function in transmitting genetic
information whenever a cell reproduces.

DNA and Proteins as Tape Measures
of Evolution

We are accustomed to thinking of shared traits, such as hair
and milk production in mammals, as evidence of shared ances-
tors. Because we now understand that DNA carries heritable in-
formation in the form of genes, we can see that genes and their
products (proteins) document the hereditary background of an
organism. The linear sequences of nucleotides in DNA mole-
cules are passed from parents to offspring; these sequences
determine the amino acid sequences of proteins. Siblings have
greater similarity in their DNA and proteins than do unrelated
individuals of the same species. If the evolutionary view of life
isvalid, we should be able to extend this concept of "molecular
genealogy" to relationships between species: We should expect
two species that appear to be closely related based on fossil and
anatomical evidence to also share a greater proportion of their
DNA and protein sequences than do more distantly related
species. In fact, thai is the case. For example, if we compare a
polypeptide chain of human hemoglobin with the correspon-
ding hemoglobin polypeptide in five other vertebrates, we find

the following. In this chain of 146 amino acids, humans and
gorillas differ injust 1 amino acid, humans and gibbons differ
in 2 amino acids, and humans and rhesus monkeys differ in 8
amino acids. More distantly related species have chainsthat are
less similar. Humans and mice differ in 27 amino acids, and
humans and frogs differ in 67 amino acids. Molecular biology
has added a new tape measure to the toolkit biologists use to
assess evolutionary kinship.

Concept Check il

1. Go to Figure 5.26a and number dl the carbonsin
the sugars lor the top three nucleotides; circle the
nitrogenous bases and star the phosphates.

2. In aDNA double helix, a region along one DNA
strand has this sequence of nitrogenous bases:
5-TAGGCCT-3. Lig the base sequence aong the
other strand of the molecule, clearly indicating
the 5' and 3' ends of this strand.

For suggested answers, see Appendix A.

The Theme of Emergent Properties in
the Chemistry of Life: A Review

Recdl that life is organized along a hierarchy of structural

(see Figure 1.3). each increasing level of order, new
properties emerge in addition to those of the component
parts. In Chapters 2-5, we have dissected the chemistry of life
using the strategy of the reductionist. have aso begun
to develop amore integrated view of life as seen how
properties emerge with increasing order.

We have seen that the unusual behavior of water, so essen-
tid to life on Earth, results from of the water mol-
ecules, themselves an ordered arrangement of hydrogen and
oxygen atoms. We reduced the great complexity and diversity
of organic compounds to the chemical characteristics of car-
bon, but we aso saw that the unique properties of organic
compounds are related to the arrangements
of carbon skeletons and their appended functional groups.
learned that small organic molecules are often assembled into
giant molecules, but we aso discovered that a macromolecule
does not behave a composite of its monomers but rather
takes on additional properties owing to the interactions be-
tween those monomers.

By completing our overview of the molecular basis of life
an introduction to die important classes of macromolecules that
build living cdlls, we have bridge to Unit Two, where
will study the cells and function. We will maintain our
balance between the need to reduce life to a conglomerate of
smpler processes and the ultimate satisfaction those
processes in integrated context.
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.+ Chapter 5 Review

Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, Investigations, and other interactive study aids.

UMMARY OF KEY C

Most macromolecules are polymers, built from
monomers

* The Synthesis and Breakdown of Polymers (pp. 68-69)
Carbohydrates, lipids, proteins, and nucleic acids are the four
major classes of organic compounds in cells. Many of these
compounds are very large molecules. Most macromolecules are
polymers, chains of identical or similar monomers. Monomers
form larger molecules by condensation reactions, in which water
molecules are released (dehydration). Polymers can disassemble
by the reverse process, hydrolysis.

Polymers

.

The Diversity of Polymers (p. 69) Each class of polymer is
formed from a specific set of monomers. Although organisms
share the same limited number of monomer types, each organ-
ism is unique because of the specific arrangement of monomers
into polymers. An immense variety of polymers can be built
from a small set of monomers.

Carbohydrates serve as fud and building material
Sugars (pp. 70-71) Sugars, the smallest carbohydrates, serve
as fud and carbon sources. Monosaccharides are the simplest
sugars. They are used for fuel, converted to other organic mole-
cules, or combined into polymers. Disaccharides consist of two
monosaccharides connected by a glycosidic linkage.

Activity Models of Glucose

.

.

Polysaccharides (pp. 71-74) Polysaccharides, polymers of
sugars, have storage and structural roles. The monomers of
polysaccharides are connected by glycosidic linkages. Starch in
plants and glycogen in animals are both storage polymers of glu-
cose. Cellulose is an important structural polymer of glucose in
plant cell walls. Starch, glycogen. and cellulose differ in the po-
sitions and orientations of their glycosidic linkages.

Activity Carbohydrates

[ Concept |

Lipids are a diverse group of hydrophobic molecules

Fats (pp. 75-76) Fa_s store large amounts of energy. Also

known as triacylglycerols, are constructed by the of

a glycerol molecule to three fatty acids by dehydration reactions.

Saturated fatty acids have the maximum number of hydrogen

atoms. Unsaturated fatty (present in oils) have one or
double bonds in their hydrocarbon chains.

Phospholipids (pp. 76-77) Phospholipids, are major
components of cell membranes, consist of two fatty acids and

group linked to glycerol. Thus, the "head" of a phos-
pholipid is hydrophilic and the “tall" hydrophobic.

Steroids (p. 77) Steroids include cholesterol and certain
hormones. Steroids have a basic structure of four fused rings of
carbon atoms.

Activity Lipids
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Proteins have many structures, resulting in awide
range of functions

Polypeptides (pp. 78-81) A polypeptide is a polymer of

a specific sequence. A protein consists
of one or more polypeptide chains folded into three-
dimensional conformation. Polypeptides are constructed from
20 different amino acids, each with a characteristic side chain (R
group). The carboxyl and amino groups of adjacent amino acids
link together in peptide bonds.

.

Protein Conformation and Function (pp. 81-86) The
primary structure of a protein is its unique sequence of amino
acids. Secondary structure is the folding or coiling of the
polypeptide into repeating configurations, mainly the a helix
and the (U pleated sheet, which result from hydrogen bonding
between parts of the polypeptide backbone. Tertiary structure is
the overall three-dimensional shape of a polypeptide and results
from interactions between amino acid R groups. Proteins made
of more than one polypeptide chain have a quaternary level of
structure. ultimately determined by its primary
structure, but the structure and function of a protein sensi-
tive to physical and chemical conditions.
Protein Functions

Activity Protein Structure

LabsOn-LineHemoglobinLab

Nucleic acids store and transmit hereditary
information

* The Roles of Nucleic Acids (pp. 86-87) DNA dores infor-
mation for the synthesis of specific (specificaly,
this genetic information to the protein-
synthesizing machinery.

« The Structure of Nucleic Acids (pp. 87-88) Each nu
cleotide monomer consists of a covalently bonded to a
phosphate group and to four different nitrogenous bases

and as its pentose; DNA has
deoxyribose. RNA has apofynucleoiide, nucleotides
arejoined to form a sugar-phosphate backbone from which the
nitrogenous bases project. Each polynucleotide
with a’5' end and a3' end. The
gene specifies the amino acid sequence of a particular protein.

.

The DNA Double Helix (pp. 88-89) DNA isa double-
stranded macromolecule with bases projecting into interior
the molecule from the two antiparallel polynucleotide strands. Be-
cause hydrogen-bondsto T, and C to G, nucleotide
sequences of the two strands are complementary. One strand can

for the formation of the Thisunique
feature provides a mechanism for the

DNA and Proteins as Tape Measures of Evolution
(p. 89) Molecular comparisons help biologists out the
evolutionary connections among species.

Activity Nucleic Add Functions

Activity Nucleic Acid Structure

The Theme of Emergent Properties in the Chemistry of
Life: A Review (p. 89) Higher levels of organization result in
the emergence of new properties. Organization isthe key to the
chemistry of life.
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' TESTING YOUR KNOWLEDGE

Evolution Connection
Comparisons of the ammo acid sequences of proteins or the TTU-
cleotide sequences of genes can shed light on the evolutionary di-
vergence of related organisms. Would you expect al the proteins or
genes of a given set of organisms living on Earth today to show the
same degree of divergence? Why or why not?

Scientific Inquiry
During the Napoleonic Wars in the early 1800s, there was a sugar
shortage in Europe because supply ships were blockaded from har-
bors. To create artificiad sweeteners, German scientists hydrolyzed
wheat starch. They did this by adding hydrochloric acid to heated
starch solutions, which caused some of the glycosidic linkages be-
tween the glucose monomers to break. The process broke only
about 50% of the glycosidic linkages, however, so the sweetener

was less sweet than sugar. In addition, consumers complained of a
slight bitterness resulting from by-products of the reaction. Sketch
aglycosidic linkage in starch using Figures 5.5a and 5.7b for refer-
ence. Show how the acid was able to break this bond. Why do you
think the acid broke only 50% of the linkages in the wheat starch?

macromolecules further with the case "Picture Perfect.”

Science, Technology, and Society
Some amateur and professional athletes take anabolic steroids to
help them "bulk up" or build strength. The health risks of this prac-
tice are extensively documented. Apart from health considerations,
how do you fed about the use of chemicals to enhance athletic per-
formance? Do you think an athlete who takes anabolic steroids is
cheating, or is the use of such chemicals just part of the preparation
required to succeed in a competitive sport? Defend your answer.
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AN INTERVIEW WITH

Peter Agre

In 2003 Peter Agre received the Nobel Prize in
Chemistry for the discovery of aquaporins,
"water pore" proteins that allow water mol-
ecules to rapidly cross the cell membrane. (He
shared the prize with Roderick MacKinnon of
Rockefeller University, who works on the other
main aspect of cellular "plumbing"—the trans-
port of ions.) A medical doctor as weil as a re-
searcher in basic science. Dr. Agre is a professor
in the Departments of Biological Chemistry and
Medicine at the Johns Hopkins University
School of Medicine.

How did you start in science?
Asalittlekid, redly. 1 grew up in Northfiekt
Minnesota, where my dad was teaching chem-
idry a . Olaf College. Thekids in our family
had an idyllic life, plah mg in apple orchards and
roaming the campus. We lived right across the
street from my dad's |aboratory, areally nice lab
with cheerful students who did summer re-
search. I'd do little experiments with my fathers
help. Weld change the pH of some solution, and
the indicator dyewould tum pink or blue—it
was amazing! As an adolescent 1 didn't want any-
dring to do with any of that. But the first merit
badge 1 ever earned as a Boy Scout wasin chem-
igtry. Then T became more interested in medicine.

What was the appeal of medicine?
In part, the people. The local doctors were re-
aly interesting and nice people, and it seemed
like they did alot of good things.

High school was a it of a detour—I was
kind ol a hell raiser then. My friendsand |
started an underground newspaper (this was
1967, and 1 thought a revolution was about to
occur). | didn't do alot of school work. So |
was invited to leave high school. | went to night
school and then got into Augsberg College.
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What turned you on to research?
At medical school, | spent time in a research lab,
and that really fired meup. | got to work with a
group of vibrant scientists from &l over the
world. 1 learned you could approach complex
problems at a molecular level—reductionist
biology We purified a variant of cholera toxin
produced by certain strains of the bacterium E.
coll. Like the toxin of the irue cholera bacterium
i\ibno cholerae). thiscan cause aterrible and
sometimes fad diarrhea.

If young people saw scientists the way i did
in that lab, they would al want to be scientists.
Too many people still stereotype scientistsin a
negative way—something like Doc from Bach to
the Future. I'm afraid weve lost good role mod-
esin science. And too often we scientists are so
stressed out trying to get grants funded that our
work doesn't look appealing to students.

People need to redize how much science is
asocia endeavor. Scientists have persondities
and interests and fears and limitations. We're
nol cyberironic machines. And we collaborate.
Unlessyou're a the level of Leonardo da Vinci,
you get alot of ideas from other people.

Tel us about combining medical
practice with basic research.

Until 1993,1 was an attending physician in
Hematology here. | stopped in part because i
was busy with starting a new graduate program
in cellular and molecular medicine. (It provides
Ph.D. training in basic science but with direct
medica relevance) Combining medical practice
with basic research is a challenge because there
are only so many hours in the day I'm married
with four children, and, as much as| liked my
patients, my heart was more in the research. In
practicing medicine, you can help individua pa-
tients, but with research, you might make a dis-
covery that would help thousands of patients.
Asastudent, 1 doubted | had what it took to
succeed in basic science, but 1 wanted to try it.

"

i till have my medical license, which 1 use
for Boy Scout camp physicals, ringside
as medical doctor to amateur wrestlers,
and inner city kids—I'm their doc. Anyway, my
wifels not convinced that research is going to
carry me to retirement. She may beright. 1
think it's better in life not to be overconfident.

Let's talk about the research that
led to the discovery of aguaporins.
I'm a blood specidist (hematologist), and my
particular interest has been proteins found in
the plasma membrane The
plasma membrane is a phosphoiipid bHaver
with inserted cholesterol molecules, “integral”
proteins that span bilayer, and membrane-
associated proteins that bind to the membrane's
surface. cells, it's easy to study
membrane in pure form, and there are
interesting disorders associated with defects in
the proteins.
When | joined the faculty at Hopkins,
to the Rh blood Blood
group antigens of
red cells that the population in two or
more forms. The differences can be in the at-
tached carbohydrate, as with the antigens of the
ABO blood groups (see Chapter 43). or they
can be within the core protein. Rh is of medical
because ol Rh incompatibility,
which occurs when mothers have
Rh positive and become sensitized to the
Rh antigen. Unless the mother is treated, there's
a significant that in subsequent pregnan-
cies, her immune system will attack the baby's
red blood cells. Surprisingly as of
1980s, no one had yet been able to
Rh
Membrane-spanning proteins like the Rh
protein are redly messy to work with. But we
worked out a method to isolate and partialy
purify the Rh protein. Our sample seemed to
consist of proteins, but we were sure that




the smaller one was just a breakdown product
of the larger one. We were completely wrong,

though: U was awater channel protein, which
welater named aquaporin-1.

How did you figure that out?

ft took alot of convincing to make mysdf
believe that this protein was even anew dis-
covery. Using antibodies we made to the pro-
tein, we showed ii 10 be one of the most
abundant proteins in red cell membranes
(200,000 copies per cdl!) and even more
abundant in certain rena (kidney) cells, t
talked to 15 or so membrane biochemists:
What could it be? Although many people
study red cells, no one had ever seen this pro-
tein before because it doesn't stain with the
usual protein stains. li wasJohn Parker, a
hematologist and superb red-cell physiologist,
who findly said, "Maybe this protein is in-
volved in water transport.”

To test this hypothesis, we performed asim-
ple experiment using frog egg cells: Weinjected
Ihe cells with mRNA that the cells translated
into aquaporin and found that we could turn
Ihe cells from being dmost watertight (without
aquaporin) into highly water-permeable (with
aquaporin). The cdls with aquaporin would
swell and explode in distilled water as a result
of osmosis: With aquaporins, the cell mem-
brane became permesable to water but not to
Lhings dissolved in it (solutes), so water mol-
ecules crossed the membrane from the side
with less solute (distilled waier) to the side with,
more (die cdll interior).

You know, as a scientist, you can benefit
from being a bit like Huckleberry Finn. You
should explore your fancy to some degree. If
something interesting shows up, it's good to go
for it.

Why do cells have water channel
proteins?
Not al cells do. Belore our discovery, however,
many physiologists thought that diffuson
through the phospholipid bilayer was enough
for getting water into and out of dl cells. Oth-
ers said this couldn't be enough, especidly for
cells whose water permeability needs to be
very high or regulated—for example, cells
forming the tubules of the kidneys, which con-
trol the concentration of the urine. A number
of researchers had made observations indicat-
ing that diffusion through the phospholipid bi-
layer wasn't everything. But there was a lot of
skepticism until our experiment \\'ith Irog eggs
ended the controversy

Water transport is very important in our
bodies. For example, our kidneys must hiter
and reabsorb many liters of water every day. If
we don't reabsorb that water, we die of dehy-
dration. Aquaporins alow us to reabsorb
enough water, wilhout reabsorbing ions.

How do aquaporins work?

The structure of an aquaporin molecule helps
explain how it functions. The protein looks like
an hourglass spanning the membrane. The two
halves are symmetrical with opposite orienta-
tions. An hourglass works equally well if its

"Scienceisasocial endeavor. Scientists have personalities and

interests andfears and limitations. \We're not cybertronic

machines. And we collaborate. Unlessyou're at the level of

Leonardo da Vinci, you get a lot of ideasfrom other people.”

right side up or upside and aquaporins
equally well for the uptake or release of
water. The driving force is not some kind of a
pump action, but smply An aqua-
porin allows osmosis to occur extremely rap-
idly. Nothing larger than water molecules can fit
through the channel. In addition, the passage of
ions small ones like the hy-
dronium ions (HyO™) formed by the combin-
ing of H™ with (seep. 51).
repelled by positively charged amino acids at
the narrowest part of the channel.

What happens when mutations
disrupt aguaporin function?
Mutations in aguaporin genes can cause health
problems. People whose kidney cells have
aguaporin-2 molecules need to drink
20 liters of water a day to
They can't concentrate their urine enough. Indi-
viduals who can't make aguaporin-1 generaly
do OK in modern life, but they get dehydrated
much more eesily than other people. In addi-
tion, some patients make too much aguaporin,
causing them |o retain too much fluid. Fluid re-
tention in pregnant women is caused by the
synthesis of too much aquaporin-2.
Knowledge oi aguaporins may in the future
the solution of medical problems.
Specific aquaporins, such as those of the
malaria parasite, might be useful targets for
new drugs.

What has the study of aq)uapori ns

revealed ahout evolution

Severd hundred aquaporins are known so

Plants have the most; rice has around

whereas mammals have only about 10.
aguaporins are even more important for

plants than animals. The presence of aquapor-

insin almost al organisms and similarities

among the molecules suggest that aquaporin

arose very

What are your mgor goals now?
Of great importance to me right now is the suc-
cess next generation of scientists. Asa
scientist, there are three things count: origi-
nal discoveries, the respect of your peers, and
training future scientists—and the third is per-
haps the most important in long run.

scientists do eventually gets
revised. We usualy pick up astory and carry it
for awhile until someone else takes it over. So
the educating of young scientistsis a big issue
as is scientific literacy for everyone.



A Tour of
the Cell

Key Concepts

8.1 To study cells, biologists use microscopes
and the tools of biochemistry

6.2 Eukaryotic cells have internal membranes
that compartmentalize their functions

6.3 The eukaryotic cdl's genetic instructions are
housed in the nucleus and carried out by the
ribosomes

6.4 The endomembrane system regulates protein
traffic and performs metabolic functions in
the cdll

6.5 Mitochondria and chloroplasts change
energy from one form to another

6.6 The cytoskeleton is a network of fibers that
organizes structures and activities in the cell

6.7 Extracellular components and connections
between cells help coordinate cellular
activities

Overview

The Importance of Cdlls

he cdl is as fundamental to biology as the atom is to

chemistry: All organisms are made of cdlls. In the hier-

archy of biological organization, the cdl is the smplest
collection of matter that can live. Indeed, there are diverse forms
of life existing as single-celled organisms. More complex organ-
isms, including plants and animals, are multicellular; their bod-
ies are cooperatives of many kinds of specidized cdlls that could
not survive for long on their own. However, even when they are
arranged into higher leves of organization, such as tissues and
organs, cdls can be singled out as the organisms basic units of
structure and function. The contraction of muscle cells moves
your eyes asyou read this sentence; when you decide to turn the
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4 Figure 6.1 A cell and its skeleton viewed by
fluorescence microscopy.

next page, nerve cdlswill transmit that decision from your brain
to the muscle cdls of your hand. Everything an organism does
occurs fundamentally at the cellular level.

The cdl is amicrocosm that demonstrates most of the themes
introduced in Chapter 1. Life a the ceilular levd arises from
structural order, reinforcing the themes of emergent properties
and the correlation between structure and function. For exam-
ple, the movement oi an anima cdl depends on an intricate
interplay of the structures that make up a cellular skeleton
(green and red in the micrograph in Figure 6.1). Another recur-
ring theme in biology is the interaction of organisms with their
environment. Cells sense and respond to environmental fluctu-
ations. And keep in mind the one biological theme that unifies
dl others: evolution. All cdlls are related by their descent from
earlier cells. However, they have been modified in many differ-
ent ways during the long evolutionary history of life on Earth.

Although cells can differ substantialy from each other, they
share certain common characteristics. Inthis chapter, well first
learn about the tools and experimental approaches that have
alowed us to understand subcellular details; then well tour
the cell and become acquainted with its components.

To study cells, biologists use
microscopes and the tool s of
biochemistry

Tt can be difficult to understand how a cell, usudly too smal
to be seen by the unaided eye, can be so complex. How can
cell biologists possibly investigate the inner workings of such
tiny entities? Before we actualy tour the cell, it will be helpful
to learn how cells are studied.




Blicroscopy

The advance of ascientific fidd often parallels the invention of
instruments that extend human senses to new limits. The dis-
covery and early study of cdls progressed with the invention
o\ microscopes in 1590 and their improvement in the 17th
century. Microscopes of various types are gill indispensable
tools for the study of cells.

The microscopes first used by Renaissance scientists, as well
asthe microscopes you are likely to use in the laboratory, are dl
light microscopes (LMs). Visble light is passed through the
specimen and then through glass lenses. The lenses refract
(bend) the light in such a way that the image of the specimen
is magnified as it is projected into the eye, onto photograph
Elm, or onto a video screen- (See the diagram of microscope
structure in Appendix C.)

Two important parameters in microscopy are megnification
and resolving power, or resolution. Magnification in microscopy
is the ratio of an object's image to its red Sze. Resolution is a
measure of the darity of the image; it is the minimum distance
‘wo points can be separated and till be distinguished as two
separate points. For example, what appears to the unaided eye as
one star in the sky may be resolved astwin starswith a telescope.

Just as the resolving power of the human eye is limited, the
resolution of telescopes and microscopes is limited. Micro-
scopes can be designed to magnify objects as much as desired,
but the light microscope cannot resolve detail finer than about
0.2 micrometer (urn), or 200 nanometers (ran), the size of a
gmdl bacterium (Figure 6.2). This resolution is limited by the
shortest wavelength of light used to illuminate the specimen.
Light microscopes can magnify effectively to about 1,000 times
the size of the actual specimen; at grester magnifications, the
image becomes increasingly blurry. Mot of the improvements
in light microscopy since the beginning of the 20th century
have involved new methods for enhancing contrast, which clar-
ifies the details that can be resolved (Figure 6.3, next page). In
addition, scientists have developed methods for staining or la-
beling particular cell components so that they stand out visualy

Although cells were discovered by Robert Hooke in 1665,
the geography of the cdl was largely uncharted until the 1950s.
Most subcellular structures, or organelles, are too smal to be
resolved by ihe light microscope. Cel biology advanced rap-
idly in the 1950s with the introduction of the electron micro-
scope. Instead of using light, the electron microscope (EM)
focuses a beam of electrons through the specimen or onto its
surface (see Appendix C). Resolution is inversely related to the
wavelength of the radiation a microscope uses for imaging,
and dectron beams have wavelengths much shorter than the
wavelengths of visible light. Modem electron microscopes can
theoretically achieve a resolution of about 0.002 nm, but the
practical limit for biologica structures is generaly only about
2 nm—still a hundredfold improvement over the light micro-
scope. Biologigts use the term cell ultrastructure to refer to a
cdl's anatomy as reveded by an electron microscope.
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Measurements

1 centimeter (cm) = 10~* meter (m) = 0.4 inch
1 millimeter (mm)- 10~> m

1 micrometer (ftm) = 10~°> mm = 10"® m

1 nanometer (nm) = 103 [jm = 1Q~"m

« Figure 6.2 The size range of cells. Most cells are between

1 and 100 urn in diameter (yellow region of chart) and are therefore
visible only under a microscope. Notice that the scale along the left side
is logarithmic to accommodate the range of sizes shown. Starting at
the top of the scale with 10m and going down, each reference
measurement marks a tenfold decrease in diameter or length. For a
complete table of the metric system, see Appendix B.
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Figure 6.3

Light Microscopy
RESULTS

Research #

TECHNIQUE

(a) Brightfield (unstained
specimen). Passes light
directly through specimen. =
Unless cell is naturally T
pigmented or artificially
stained, image has little A
contrast. [Parts (a)-(d) e it S
show a human cheek s B, &
epithelial cell.]

(b) Brightfield (stained
specimen). Staining with
various dyes enhances
contrast, but most staining
procedures require that cells
be fixed (preserved).

| (c) Phase-contrast. Enhances
contrast in unstained cells by

| amplifying variations in density
within specimen; especially
useful for examining living,
unpigmented cells.

(d) Differential-interference-
contrast (Nomarski). Like
phase-contrast microscopy, it
uses optical modifications to
exaggerate differences in
density, making the image
appear almost 3D.

| (e) Fluorescence. Shows the
locations of specific molecules
in the cell by tagging the
molecules with fluorescent
dyes or antibodies. These
fluorescent substances absorb
ultraviolet radiation and emit
visible light, as shown here in

| a cell from an artery.

Confocal. Uses lasers and special
optics for "optical sectioning” of
fluorescently-stained specimens.
Only a single plane of focus is
illuminated; out-of-focus
fluorescence above and below
the plane is subtracted by a
computer. A sharp image results,
as seen in stained nervous tissue
(top), where nerve cells are green,
support cells are red, and regions
of overlap are yellow. A standard
fluorescence micrograph (bottom)
of this relatively thick tissue is
blurry.
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Figure 6.4

TECHNIQUE

(a) Scanning electron micro-
scopy (SEM). Micrographs
taken with a scanning
electron microscope show

| a 3D image of the surface

| of a specimen. This SEM
shows the surface of a cell
from a rabbit trachea
(windpipe) covered with
motile organelles called
cilia. Beating of the cilia
helps move inhaled debris
upward toward the throat.

(b) Transmission electron
microscopy (TEM). A
transmission electron
microscope profiles a thin

section of a specimen. Here

we see a section through a

tracheal cell, revealing its
ultrastructure. In preparing
the TEM, some cilia were cut
along their lengths, creating
longitudinal sections, while
other cilia were cut straight
across, creating cross
sections.

There are two basic types of electron microscopes: the
scanning electron microscope (SEM) and the transmission
electron microscope (TEM). The SEM is especialy useful for
detailed study of the surface of a specimen (Figure 6.48). The
electron beam scans the surface of the sample, which is usu-
aly coated with a thin film of gold. The beam excites electrons
on the sample's surface, and these secondary electrons are de-
tected by a device that trandates the pattern of electrons into
an electronic signal to avideo screen. The result is an image of
the topography of the specimen. The SEM has grest depth of
field, which results in an image that appears three-dimensional.

Cdll biologists use the TEM mainly to study the interna ul-
trastructure of cells (Figure 6.4b). The TEM aims an electron
beam through a very thin section of the specimen, similar to the
way alight microscope transmits light through a dlide. The spec-
imen has been stained with atoms of heavy metals, which at-
tach to certain cellular structures, thus enhancing the electron
density of some parts of the cdl more than others. The electrons
passing through the specimen are scattered more in the denser
regions, so fewer electrons are transmitted. The image is created
by the pattern of transmitted electrons. Instead of using glass
lenses, the TEM uses electromagnets as lenses to bend the paths
of the electrons, ultimately focusing the image onto a screen
for viewing or onto photographic Mm. Some microscopes are




equipped with a digita to photograph image on
the screen; othersare equipped with adigital detector inplace
of both screen and camera.

Electron microscopes reveal many organelles that are im-
possible to resolve with the light But the light mi-
croscope offers advantages, especially for the study of living
cells. A disadvantage of electron microscopy is that the meth-
ods used to prepare the specimen kill the cells. Also, specimen
preparation can introduce artifacts, structural features seen in
micrographs that do not exist in living cell (asis for
al microscopy techniques). From point on in the book,
micrographs are identified by the type of microscopy: LM for
s. light micrograph, SEM for a scanning €lectron micrograph,

a transmission electron micrograph.

Microscopes are the most important tools of cytdogy, the
study of cel structure. But simply describing the diverse or-
ganelles within the cell revedslittle about their function, Mod-
ern cdl biology developed from an integration of cytology
biochemistry, the the molecules and chemical processes

biochemical approach cdled cdl
fractionation has been particularly important in cell biology.

isolating Organelles by Cell Fractionation

The god of cell fractionation is to take cells apart and sepa-
rate major from one another (Figure 6.5). The
instrument used to fractionate cells centrifuge, which
can spin test tubes holding mixtures of disrupted cells at var-
ious speeds. The centrifugal force separates the cell compo-
nents by size and density. The most powerful machines, called
ultracentrifuges, can spin as fast as 130,000 revolutions per
minute (rpm) and apply forces on particles of more than
1 million times the force of gravity (1,000,000
fractionation enables researcher to prepare specific
components of cellsin bulk quantity to study their composition
and functions. By following this approach, biologists have been
able to assign various functions of the cdl to the different or-
ganelles, atask that be fa more difficult with intact cells.
example, one cellular fraction collected by centrifugation
has enzymes that function in the metabolic process known as
cellular respiration. The electron microscope reveds this fraction
to be very in the organelles called mitochondria evi-
dence helped cell biologists determine that mitochondriaare the
Sites of cellular respiration. Cytology and biochemistry comple-
ment each other in correlating cellular structure and function.

oncept Cheek :

1. Which type of microscope would you use to study
(&) the changes in shape of aliving white blood cell,
(b) the details of surface texture of ahair, and (c) the
detailed structure of an organelle?

For suggested answers, see Appendix A.

Figure 6.5
Research Method Cell Fractionation

APPLICATION Cell fractionation is used to isolate

| (fractionate) cell components, based on size and density.
TECHNIQUE First, cells are homogenized in a blender to
break them up. The resulting mixture (cell homogenate) is then

| centrifuged at various speeds and durations to fractionate the cell
components, forming a series of pellets.

|

o Homogenate
| 1000g
(1000 times the
force of gravity)
10 min /---Differential centrifugation

--"""‘--. T
~Tissue

| > Supernatant poured
into next tube

| |
II." 200009 |
[‘ 200 min
| T % |
| | |/ sop00g
! [ =1}
Paitet rich i |_,' &0 min
|' ftcieland:
ceflular debris e
v X [
| f-' 150,000.9
| ih
| N l |
Fallet rich in
mitothondria |
| {ahd chiaro-
| plasts if calls
are from a plant)
| 1
| Pellet rich in
"microsomes”

(pieces of plasma
membranes and
cells' internal { |
membranes) I |
Pellet rich in |
I ribosomes

In the original experiments, the researchers

| used microscopy to identify the organelles in each pellet,
establishing a baseline for further experiments. In the next series of
experiments, researchers used biochemical methods to determine

| the metabolic functions associated with each type of organelle.
Researchers currently use cell fractionation to isolate particular

| organelles in order to study further details of their function.
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Eukaryotic cdlshaveinternal
membranes that compartmentalize
their functions

The basic structura and functional unit of every organism is
one of two types of cells—prokaryotic or eukaryotic. Only
organisms of the domains Bacteria Archaea consist of
prokaryotic cells. Protists, fungi, animals, and al con-
st of eukaryotic cells. This chapter focuses on generalized
anima and plant cells, after first comparing them with pro-
karyotic cells.

Comparing Prokaryotie and Eukaryotic Cells

All cells have severd basic features in common: They are dl
bounded by amembrane, cdled aplasmamembrane. Withinthe
asemifluid substance, cytosol, in which organelles
are found. All cdlls contain chromosomes, carrying genesin [he
DNA. And dl cdlls have ribosomes, tiny organelles that
make proteins according to instructions from the genes.

A magor difference between prokaryotic and eukaryotic
indicated by their is that the chromosomes of a
eukaryotic cdl located in a membrane-enclosed organelle

caled thenucleus. Theword prokaryoticis the Greek
meaning "before” meaning "kernel," referring here
to the nucleus. In a prokaryotic cell (Figure 6.6), the DNA is
concentrated in a region caled the nucleoid, but no membrane

separates this region from the rest of the cell. In contrast, the
eukaryotic cell (Greek eu, true, and karyon) has a true nu-
cleus, bounded by a membranous nuclear envelope (see
Figure 6Q, pp. 100-101). The entire region between the nu-
cleus and the plasma membrane is called the cytoplasm, a
term aso used for the interior ol a prokaryotic cell. Within the
cytoplasm of a eukaryotic cell, suspended in cytosol, are ava
riety of membrane-bounded organelles of specidized form and
function. These are absent in prokaryotic cells. Thus, the pres-
ence or absence of a true nucleusisjust one example of the dis-
parity in structural complexity between the two types of cells.

Eukaryotic cells are generaly quite a bit bigger than pro-
karyotic cells (see Figure 6.2). Sze is a general aspect of cdl
structure that relates to function. The logistics of carrying out
cellular metabolism sets limits on cell size. At the lower limit,
the smallest cells known are bacteria called mycoplasmas.
which have diameters between 0.1 and 10 urn. These are per-
haps the smallest packages with enough DNA to program me-
tabolism and enough enzymes and other cellular equipment
to carry out the activities necessary for a cdl to sustain itsdlf
and reproduce. Mogt bacteria are 1-10 um in diameter, a di-
mension about ten times greater than that of mycoplasmas.
Eukaryotic cdls are typically 10-100 um in diameter.

Metabolic requirements also impose theoretical upper lim-
its on the size that is practical for asingle cell. As an object of
a particular shape increases in size, its volume grows propor-
tionately more than its surface area. (Area is proportional to a
linear dimension squared, whereas volume is proportional to
the linear dimension cubed.) Thus, the smaller the object, the
greater its ratio of surface area to volume (Figure 6.7).

| Pili: attachment structures on

- —— I the surface of some prokaryotes

Nucleoid: region where the |
cell's DNA is located (not -
enclosed by a membrane) i

Ribosomes: organelles that |
| synthesize proteins | .

| Plasma membrane: membrane | ___—
enclosing the cytoplasm

Bacteria

- _| Cell wall: rigid structure outside |
chromasome

the plasma membrane |

———____ | Capsule: jelly-like outer coating L~"
| of many prokaryotes

0.5[im

Flagella: locomotion
=1 organelles of
some bacteria

(a) A typical
rod-shaped bacterium

(b) A thin section through the
bacteriumBacilluscoagulans
(TEM)

A Figure 6.6 A prokaryotic cell. Lacking a true nucleus and the other
membrane-enclosed organelles of the eukaryotic cell, the prokaryotic cell
is much simpler in structure. Only bacteria and archaea are prokaryotes.
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Surface area increases while
total volume remains constant

Total surface area
(height x width x
number of sides x
number of boxes)

Total volume
; (height x width x length
x number of boxes)

Surface-to-voiume
ratio
(surface area ¢* volume)

A Figure 6.7 Geometric relationships between surface

area and volume. In diagram, cells are represented as boxes.

Using arbitrary units of length, we calculate the cell's surface area

(in units), volume units), and surface area to

volume. smaller the the higher the surface-to-volume ratio.
surface-to-volume ratio exchange of

between a and its

At the boundary of cell, the plasma membrane func-
tions as a selective barrier that alows sufficient passage of oxy-
gen, nutrients, and wastes to service the entire volume of the

cdl (Figure 6.8). For each square micrometer of membrane,
so much of a particular substance per second.
chemical extracellular environment

might be inadequate acdl witha large cyto-

plasm. The need for a surface area sufficiently large to accom-
modate the volume helps microscopic size of most
cells. Larger organisms do not generally cells than
smaller organisms—simply more cells. A sufficiently high ratio
of surface area to is especially important in cells that
exchange a materia with their surroundings, such as

intestinal cells. Such cells may have many long, thin projec-
tions from their surface called microvilli, which increase sur-
face areawithout an appreciable increase in volume.

Prokaryotic cells detail 18
and 27 (see Table 27.2 for a comparison of prokaryotes and
eukaryotes), and the possible evolutionary relationships be-
tween prokaryotic and eukaryotic cells will be discussed in
Chapter 28. Mogt of the discussion of cdl structure that fol-
lows in this chapter applies to eukaryotic cells.

A Panoramic View of the Eukaryotic Cell

In addition to the plasma membrane &t its outer

has extensve and elaborately arranged internal
membranes, which partition the
membranous organelles mentioned earlier. These membranes
dso participate directly in the
enzymes are built the membranes. Furthermore, the

fadilitate specific metabolic functions, so
can go
Membranes of various kinds are fundamenta to
of the cell. In general, biological membranes consist of

a double layer of pbospholipids
lipid bilayer or attached surfaces are
(see Figure of membrane hasa

unique composition of lipids and proteins suited to that mem-
branes speciftc functions. For example, enzymes embedded
the organelles called mitochondria func-
tion in cellular respiration,
the overviews of
in Figure 6.9 on the next two pages. These gen-
erdized cdl diagrams
amap of the cdl for the detailed tour upon which
now embark. Figure 6.9 aso contrasts animal and plant cdls.
eukaryatic cells, they much more in common than
haswith any prokaiyotic cell. will see, however, thereare
important differences between animal and plant cdls.

*4 Figure 6.8 The plasma membrane.

Carbohydrate side cliain //‘fl The plasma membrane and the membranes of

organelles consist of a double layer (bilayer) of

Hydrophilic — |

region [ !
inside of cell L&
(a) TEM of a plasma Hydrophobic —

membrane. The region

plasma membrane,

here in a red blood Hydrophilic-—
cell, appears as a region

™ Phospholipid

phospholipids with various proteins attached to
or embedded in it. The phospholipid tails in the
interior of a membrane are hydrophobic; the
interior portions of membrane proteins are also
hydrophobic. The phospholipid heads, exterior
proteins, exterior parts of proteins, and
carbohydrate side chains are hydrophilic and in
contact with the aqueous solution on either
side of the membrane. Carbohydrate side
chains are found only on the outer surface of
the plasma membrane. The specific functions
of a membrane depend on the kinds of

Proteins ¥

pair of dark bands B
separated by a
light band.

(b) Structure of the plasma membrane

phospholipids and proteins present.
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Figure 6.9

Animal and Plant Cells

ANIMAL CELL
This drawing of a generalized animal cell incorporates the most com- Most of the cells metabolic activities occur in the cytoplasm, the
mon structures of animal cells (no cell actually looksjust like this). entire region between the nucleus and the plasma membrane. The
As shown by this cutaway view, the cell has a variety of organelles cytoplasm contains many organelles suspended in a semifluid
("little organs"), many of which are bounded by membranes. The medium, the cytosol. Pervading much of the cytoplasm is alabyrinth
most prominent organelle in an animal cell is usually the nucleus. of membranes called the endoplasmic reticulum (ER).

Nuclear envelope: double
| membrane enclosing the

nucleus; perforated by
ENDOPLASMIC RETICULUM (ER): network y
of membranous sacs and tubes; active in POIESICONUGUOTSIMIT ER
membrane synthesis and other synthetic . |
and metabolic processes; has rough Nucleolus: nonmembranous

. ribosome-studded) and smooth regions organelle involved in production
F\age\luml.l locomotion ( = )_ E { /| of ribosomes; a nucleus has 7 NUCLEUS
organelle present in /| one or more nucleoli

some animal cells; | Rough ER Smooth ER = ‘ |
composed of membrane- |, —= SR o * | Chromatin: material
enclosed microtubules | \ | 4 i consisting of DNA and
| ' 4 /| proteins; visible as
[ 4 / /" /| individual chromosomes

Centrosome: region [ in a dividing cell
where the cell's
microtubules are
initiated; in an animal |
cell, contains a pair of
centrioles (function
unknown)

Plasma membrane:
| membrane
enclosing the cell

CYTOSKELETON:
reinforces cell's shape,
functions in cell movement; 1
components are made of ;
protein

Microfilamerits |-

Intermediate filaments -
| Ribosomes:
nonmembranous
organelles (small brown

% dots) that make proteins;
free in cytoplasm or
bound to rough ER or
nuclear envelope

Microtubules |

Microvillli: |
projections that |~
increase the cell's |
surface area
- Golgi apparatus: organelle active
F* & 1 in synthesis, modification, sorting,
. and secretion of cell products

Peroxisome: organelle
with various specialized

metabolic functions; '/ i ol i Lysosome: digestive
produces hydrogen Mitochondrion: organelle organelle where In animal cells but not plant cells:
peroxide where cellular respiration macromolecules are Lysosomes

occurs and most ATP is hydrolyzed Centrioles

generated

Flagella (in some plant sperm)
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PLANT CELL

This drawing of a generalized plant cell reveals the similarities and type of plastid is the chloroplast. which carries out photosynthesis.
differences between an animal cell and a plant cell. In addition to Many plant cells have a large central vacuole; some may have one or
most of the features seen in an animal cell, a plant cell has more smaller vacuoles. Outside a plant cell's plasma membrane is a
membrane-enclosed organelles called plastids. The most important thick cell wall, perforated by channels called plasmodesmata.
Nuclear envelope k If you preview the rest of the chapter now, you'll see Figure

6.9 repeated in miniature as orientation diagrams. In each
case, a particular organelle is highlighted, color-coded to its
appearance in Figure 6.9. As we take a closer look at

MJICLEUS 4 Nucleolus k\

Chromatin '\ %

Rough ; individual organelies, the orientation diagrams will help you
endoplasmic place those structures in the context of the whole cell.
Centrosome: region where retkulum

the cell's microtubules are

iiitiated; lacks centrioles Smooth
in plant ce\li_ . o endoplasmic

reticulum

——1i Ribosomes (small brown dots)

Central vacuole: prominent organelle
| in older plant cells; functions include storage,
breakdown of waste products, hydrolysis of
| macromolecules; enlargement of vacuole is a
major mechanism of plant growth

~| Tonoplast: membrane enclosing the central
_ | vacuole

Golgi apparatus |

4 Microfilaments |

—__| Intermediate

fAMents > CYTOSKELETON
~——1 Microtubules
Mitochondrion Y
Peroxisome |
Plasma membrane Y 7 Chloroplast: photosynthetic
i organelle; converts energy of
Cell wall: outer layer that maintains sunlight to chemical energy
/ stored in sugar molecules
cell's shape and protects cell from }
mechanical damage; made of cellulose, 'y
other polysaccharides, and protein ! - 1 - - 3
Plasmodesmata: channels In plant cells but not animal cells:
Wall of adjacent cell ¥ through cell walls that Chloroplasts
connect the cytoplasms of Central vacuole and tonoplast
adjacent cells Cell wall
Plasmodesmata
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Concept Check

1. After carefully reviewing Figure 6.9, briefly describe
the structure and function of each of the following
organelles: nucleus, mitochondrion, chloroplast,
central vacuole, endoplasmic reticulum, and Golgi
apparatus.

For suggested answers, see Appendix A.

The eukaryotic cdl's genetic
instructions are housed in the
nucleus and carried out by
the ribosomes

On thefirgt stop ol our detailed tour of the cell, let's ook at two
organelles involved in the genetic control ol the cdl: the nu-
cleus, which houses most of the cell's DNA, and the ribosomes,
which use information from the DNA to make proteins.

The Nucleus: Genetic Library of the Cell

The nucleus contains most of the genes in the eukaryatic cell
(some genes are located in mitochondria and chloroplasts). It
is generaly the most conspicuous organelle in a eukaryatic
cell, averaging about 5 um in diameter. The nuclear envelope
encloses the nucleus (Figure 6.10), separating its contents
from the cytoplasm.

The nuclear envelope isadouble membrane. The two mem-
branes, each a lipid bilayer with associated proteins, are sepa-
rated by a space of 20-40 nm. The envelope is perforated by
pores that are about 100 nm in diameter. At the lip of each
pore, theinner and outer membranes of the nuclear envelope
are continuous. An intricate protein structure called a pore
complex lines each pore and regulates the entry and exit of cer-
tain large macromolecules and particles. Except at the pores,
the nuclear side of the envelope is lined by the nuclear lamina,
anetlike array of protein filaments that maintains the shape of
the nucleus by mechanically supporting the nuclear envelope.
There is aso much evidence for anuclear matrix, aframework
of fibers extending throughout the nuclear interior. (In
Chapter 19, we will examine possible functions of the nuclear
lamina and matrix in organizing the genetic material)

Within the nucleus, the DNA is organized Into discrete
units called chromosomes, structures that carry the genetic in-
formation. Each chromosome is made up of a material caled
chromatin, a complex of proteins and DNA. Stained chro-
matin usualy appears through both light microscopes and
electron microscopes as a diffuse mass. As a cdl prepares to
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divide, however, the thin chromaiin fibers coil up (condense),
becoming thick enough to be distinguished as the familiar sep-
aate structures we know as chromosomes. Each eukaryotic
species has a characteristic number of chromosomes. A typical
human for example, has 46 chromosomes in its nucleus:
the exceptions are the sex cells (eggs and sperm), which have
only 23 chromosomes in humans. fly cell has 8 chro-
mosomes in most cells, with 4 in the sex cells.

prominent structure within the nondividing nucleusis the
nucleolus (plural, nudeoli)., which appears through the electron
microscope as a mass of densely stained granules and fibers ad-
joining part of the chromatin. Here a specia type of RNA called
ribasomal RNA (fRNA) is synthesized from instructions in
DNA. imported from the
with rRNA into large and smdll ribosomal subunitsin the
These subunits then exit the nucleus through the nuclear
poresto the cytoplasm, where alarge and asmall subunit
into a ribosome. Sometimes there are two or more nu-
cledli; the number depends on the species and the sage
cdl's reproductive cycle. studies
nucleolus may perform additional functions as
Aswe 5.25, the nucleus directs protein syn-
thesis by synthesizing messenger RNA (mRNA) according to
instructions provided by the DNA. The mRNA is trans-
ported to the cytoplasm via the nuclear pores. Once an MRNA
molecule reaches the cytoplasm, ribosomes trandate the
mRNA's genetic message into primary spe-
dfic polypeptide. transcribing and translating
genetic information is described in detail in Chapter 17.

Ribosomes: Protein Factoriesin the Cell

Ribosomes, particles made of ribosomal RNA and protein, are
the organelles that carry out protein synthesis (Figure 6.11).
Cedlls that have protein synthesis have a particu-
larly large number of ribosomes. For example, a human pan-
cress cel has a fev million ribosomes. cels

protein synthesis aso have prominent nudeoli.
(Keep in mind that both nucleoli and ribosomes, unlike most
other organelles, are not enclosed in membrane.)

Ribosomes build proteins in two cytoplasmic locales (see
Figure Free ribosomes suspended in the cytosol,
while bound ribosomes are attached to the outside of the endo-
plasmic reticulurn or nuclear the proteins
made on free ribosomes function within the cytosol; examples
are enzymes that catalyze the first steps of sugar breakdown.
Bound make proteins that are destined
either for insertion into packaging within
certain organeiles such as lysosomes (see Figure 6.9), or for
export from the cell (secretion). Cells that specidize in protein
secretion—for instance, the cells of the pancreas that secrete
digestive enzymes—frequently have a high proportion of
bound ribosomes. Bound and free ribosomes are structuraly”
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Mucleus
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—ce= Chrematin.
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- Anrier rriembrane
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Surface of nuclear envelope.
TEM of a specimen prepared by a
special technique known as
freeze-fracture.
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Ribosome

Close-up of nuclear
envelope

Pore complexes (TEM). Each pore is ringed
by protein particles.

it Figure 6.10 The nucleus and its envelope. Within the nucleus are the chromosomes, which

appear as a mass of chromatin (DNA and associated proteins), and one or more nucleoli (singular,
nucleolus), which function in ribosome synthesis. The nuclear envelope, which consists of two
membranes separated by a narrow space, is perforated with pores and lined by the nuclear lamina.
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oy 1 Cytosol
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—— Endoplasmic reticulurn (ER)
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Diagram of a ribosome

TEM showing ER and ribosomes

Nuclear lamina (TEM). The netlike lamina
lines the inner surface of the nuclear envelope.
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< Figure 6.11 Ribosomes. This electron
micrograph of part of a pancreas cell shows
many ribosomes, both free (in the cytosol) and
bound (to the endoplasmic reticulum). The
simplified diagram of a ribosome shows its two
subunits.
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identical and can alternate between the two roles; the cell ad-
justs the relative numbers of each as metabolic changes alter
the types of proteins that must be synthesized. You will learn

more about ribosome structure and function in Chapter 17.

Concept Check

1. What role do the ribosomes play in carrying out the
genetic instructions?

2. Describe the composition of chromatin and of
nucleoli and the function(s) of each.

For suggested answers, see Appendix A.

The endomembrane system
regulates protein traffic and
performs metabolic functions
in the cell

Many of the different membranes of the eukaryotic cell are
part of an endomembrane system, which carries out a vari-
ety of tasks in the cell. These tasks include synthesis of pro-
teins and their transport into membranes and organelles or
out of the cell, metabolism and movement of lipids, and detox-
ification of poisons. The membranes of this system are related
either through direct physica continuity or by the transfer of
membrane segments as tiny vesicles (sacs made of membrane).
Despite these relationships, the various membranes are not
identical in structure and function. Moreover, the thickness,
molecular composition, and types of chemica reactions car-
ried out by proteins in a given membrane are not fixed, but
may be modified severa times during the membrane's life
The endomembrane system includes the nuclear envelope,
endoplasmic reticulum, Golgi apparatus, lysosomes, various
kinds of vacuoles, and the plasma membrane (not actualy an
endomembrane in physical location, but nevertheless related to
the endoplasmic reticulum and other internal membranes).
We have already discussed the nuclear envelope and will now
focus on the endoplasmic reticulum and the other endomem-
branes to which the endoplasmic reticulum gives rise.

The Endoplasmic Reticulum:
Biosynthetic Factory

The endoplasmic reticulum (ER) is such an extensive net-
work of membranes that it accounts for more than haf the
total membrane in many eukaryotic cells. (The word endo-
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plasmk means "within the cytoplasm," and reticulum is Latin
for 'little net.") The ER consists of a network of membranous
tubules and sacs called cisternae (from the Latin cisterna, a
reservoir for a liquid). The ER membrane separates the in-
ternal compartment of the ER, caled the ER lumen (cavity)
or cisternal space, from the cytosol. And because the ER
membrane is continuous with the nuclear envelope, the
space between the two membranes Qf the envelope is con-
tinuous with the lumen of the ER (Figure 6.12).

There are two distinct, though connected, regions of ER that
differ in sructure and function: smooth ER and rough ER.
Smooth ER is so named because its outer surface lacks ribo-
somes. Rough ER has ribosomes that stud the outer surface of
the membrane and thus appears rough through the electron
microscope. As dready mentioned, ribosomes are aso at-
tached to the cytoplasmic side of the nuclear envelopes outer
membrane, which is continuous with rough ER.

Functions of Smooth ER

The smooth ER of various cell types functionsin diverse meta-
bolic processes. These processes include synthesis of lipids,
metabolism of carbohydrates, and detoxification of drugs and
pOoisons.

Enzymes of the smooth ER are important to the synthesis
of lipids, including oils, phospholipids, and steroids. Among
the steroids produced by the smooth ER in animal cellsare the
sex hormones of vertebrates and the various steroid hormones
secreted by the adrena glands. The cells that actualy synthe-
size and secrete these hormones—in the testes and ovaries, for
example—are rich in smooth ER, a structural feature that fits
the function of these cells.

In the smooth ER, other enzymes help detoxify drugs and
poisons, especialy in liver cells. Detoxification usualy in-
volves adding hydroxyl groups to drugs, making them more
soluble and easier to flush from the body. The sedative phe-
nobarbital and other barbiturates are examples of drugs me-
tabolized in this manner by smooth ER in liver cells. In fact,
barbiturates, acohol, and many other drugs induce the pro-
liferation of smooth ER and its associated detoxification
enzymes, thus increasing the rate of detoxification. This, in
turn, increases tolerance to the drugs, meaning that higher
doses are required to achieve a particular effect, such as
sedation. Also, because some of the detoxification enzymes
have relatively broad action, the proliferation of smooth ER
in response to one drug can increase tolerance to other drugs
as well. Barbiturate abuse, for example, may decrease the
effectiveness of certain antibiotics and other useful drugs.

The smooth ER aso stores cacium ions. In muscle cells,
for example, a specialized smooth ER membrane pumps cal-
cium ions from the cytosol into Lhe ER lumen. When a mus-
cle cdl is stimulated by a nerve impulse, calcium ions rush
back across the ER membrane into the cytosol and trigger




contraction of the muscle cell. In other cell types, ion
release from the smooth ER can trigger different responses.

Functions of Rough ER

Many types of specialized cells secrete proteins produced by
ribosomes attached to rough ER. For example, certain cellsin
the pancreas secrete the protein insulin, a hormone, the

-‘!"(‘K%‘\_ .."' '--‘_
A Figure 6.12 Endoplasmic reticulum (ER). A membranous
system of interconnected tubules and flattened sacs called cisternae,
the ER is also continuous with the nuclear envelope. (The drawing is a
cutaway view.) membrane of the ER encloses a

compartment called the ER lumen (or asternal space). Rough ER, which
is studded on its outer surface with ribosomes,

from smooth ER in the electron micrograph (TEM). Transport vesicles
bud off from a region of the ER called transitional ER and travel
to the Golgi apparatus and other destinations.

bloodstream (see Figure 6.11). As a polypeptide chain grows
from a bound rihosome, it is threaded into the ER lumen
through a pore formed by a protein complex m the ER mem-
brane. As the new protein enters the ER lumen, it foldsinto its
native conformation. Mogt secretory proteins are glycoproteins,
proteins that have carbohydrates covaently bonded to them.
The carbohydrate is attached to the proteinin the ER by specid-
ized molecules built into the ER membrane.

Once secretory proteins are formed, the ER membrane
keeps them separate from the proteins, produced by free ribo-
somes, that will remain in the cytosol. Secretory proteins de-
part from the ER wrapped in the membranes of vesicles that
bud like bubbles from a specialized region called transitional
ER (see Figure 6.12). Vesdes in transit from one part of the
cdl to another are caled transport vesicles, we will learn
thelr fate in the next section.

In addition to making secretory proteins, rough ER is a
membrane factory for the cel; it grows in place by adding
membrane proteins and phosphofipids to its own membrane.
As polypeptides destined to be membrane proteins grow from
the ribosomes, they areinserted into the ER membrane itsdf and
areanchored there by their hydrophobic portions. Therough ER
aso makes its own membrane phospholipids; enzymes built
into the ER membrane assemble phospholipids from precur-
sors in the cytosol. The ER membrane expands and is trans-
ferred in the form of transport vesicles to other components of
the endomembrane system.

The Golgi Apparatus: Shipping and
Receiving Center

After leaving the ER, many transport vesiclestravel to the Golgi
apparatus. We can think of the Golgi as a center of manufac-
turing, warehousing, sorting, and shipping. Here, products of
the ER are modified and stored and then sent to other desti-
nations. Not surprisingly, the Golgi apparatus is especialy ex-
tensive in cells speciaized for secretion.

The Golgi apparatus consists of flattened membranous
sacs—cistemae—Ilooking like a stack of pitabread (Figure 6.13,
on the next page). A cdl may have many or even hundreds of
these stacks. The membrane of each cisterna in a stack sepa-
rates its internal space from the cytosol. Vescles concentrated
in the vicinity of the Golgi apparatus are engaged in tbe
transfer of materia between the parts of the Golgi and other
structures.

A Golgi stack has a distinct polarity, with the membranes of
cisternae on opposite sides of the stack differing in thickness
and molecular composition. The two poles of a Golgi stack are
referred to as the as face and the trans face; these act, respec-
tively, asthe receiving and shipping departments of the Golgi
apparatus. The as face is usually located near the ER. Trans-
port vesicles move material from the ER to the Golgi appara-
tus. A vesicle that buds from the ER can add its membrane
and the contents of its lumen to the ds face by fusng with a
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@ Vesicles coalesce to
form new cis Golgi cisternae

Cisternaen"---Arn

© Cisternal

to-trans

0 Vesicles transport specific
proteins backward to newer
Golgi cisternae

\'--transface
("shipping” side of
Golgi apparatus)

A Figure 6.13 The Golgi apparatus. The
Golgi apparatus consists of stacks of flattened
sacs, or cisternae, which, unlike ER cisternae,
are not physically connected. (The drawing is
a cutaway view.) A Gofgi stack receives and
dispatches transport vesicles and the products

Golgi membrane. The trans face gives rise to vesicles, which
pinch df and travel to other sites.

Products of the ER are usualy modified during their tran-
sit from the elsregion to the trans region of the Golgi. Proteins
and phospholipids of membranes may be altered. For exam-
ple, various Golgi enzymes modify the carbohydrate portions
of glycoproteins. Carbohydrates are first added to proteinsin
the rough ER, often during the process of polypeptide synthe-
sis. The carbohydrate on the resulting glycoprotein is then
modified as it passes through the rest of the ER and the Golgi.
The Golgi removes some sugar monomers and substitutes
others, producing a large variety of carbohydrates.

In addition to its finishing work, the Golgi apparatus man-
ufactures certain macromolecules by itself. Many polysaccha
rides secreted by cells are Golgi products, including pectins
and certain other non-cellulose polysaccharides made by
plant cells and incorporated along with cellulose into their
cel walls. (Cellulose is made by enzymes located within the
plasma membrane, which directly deposit this polysaccharide
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\ | maturation:
Golgi cisternae

@ | move in a cis-
\-...3/

| direction

1 Q Vesicles form and
leave Golgi, carrying
specific proteins to
other locations or to
the plasma mem-
brane for secretion

they contain. A Golgi stack has a structural and
functional polarity, with a cis face that receives
vesicles containing ER products and a trans face
that dispatches vesicles. The cisternal
maturation model suggests that the Golgi
cisternae themselves appear to "mature,” (TEM).

TEM of Golgi apparatus

moving from the cis to the fransface while
carrying some proteins along. In addition, some
vesicles recycle enzymes that had been carried
forward, in moving cisternae, "backward" to a
newer region where their functions are needed

on the outside surface)) Golgi products that will be secreted
depart from the trans face of the Golgi inside transport vesicles
that eventually fuse with the plasma membrane.

The Golgi manufactures and refines its products in stages,
with different cisternae between the dis and trans regions con-
taining unique teams of enzymes. Until recently, we viewed
the Golgi as a static structure, with products in various stages
of processing transferred from one cisterna to the next by vesi-
cles. While this may occur, recent research has given rise to a
new model of the Golgi as a more dynamic structure. Accord-
ing to the model called the cisternal maturation model, the cis-
ternae of the Golgi actualy progress forward from the cis to
the trans face of the Golgi, carrying and modifying their pro-
tein cargo as they move. Figure 6.13 shows the details of this
model.

Before a Golgi stack dispatches its products by budding
vesicles from the trans face, it sorts these products and targets
them for various parts of the cell. Molecular identification tags,
such as phosphate groups that have been added to the Golgi




products, aid in sorting by acting like ZIP codes on mailing la
bels Findly transport vesicles budded from the Golgi may
have external molecules on their membranes that recognize
"docking sites' on the surface ol specific organelles or on the
plasma membrane, thus targeting them appropriately.

Lysosomes: Digestive Compartments

A lysosome is a membranous sac of hydrolytic enzymes that
ananimal cell usesto digest al kinds of macromolecules. Lyso-
somal enzymes work best in the acidic environment found in
lysosomes. If a lysosome breaks open or leaks its contents, the
released enzymes are not very active, because the cytosol has a
neutral pH. However, excessve leakage from alarge number of
lysosomes can destroy a cell by auiodigestion.

Hydrolytic enzymes and lysosomal membrane are made by
rough ER and then transferred to the Golgi apparatus for further
processing. At leest some lysosomes probably arise by budding
from the trans face of the Golgi apparatus (see Figure 6.13).

\
Lysdsb'm-é- [

Lysosome contains Food vacuole fuses
active hydrolytic with lysosome
enzymes Y =

Hydrolytic
enzymes digest
f(ﬁd parﬂc\es .

MDigestive
enzymes

Digestion

(a) Phagocytosis: lysosome digesting food

Proteins of the inner surface of the lysosomal membrane and
the digestive enzymes themselves are thought to be spared
from destruction by having three-dimensional conformations
that protect vulnerable bonds from enzymatic attack.

Lysosomes carry out intracellular digestion in avariety of cir-
cumstances. Amoebas and many other protists et by engulfing
smaler organisms or other food particles, a process called
phagocytosis (from the Greek phagdn, to est, and kyios, vessd,
referring here to the cdll). Thefood vacuole formed in this way
then fuses with, a lysosome, whose enzymes digest the food
(Figure 6.14a). Digestion products, including simple sugars,
amino acids, and other monomers, passinto the cytosol and be-
come nutrients for the cell. Some human cdls dso carry out
phagocytosis. Among them are macrophages, a type of white
blood cell that helps defend the engulfing and destroy-
ing bacteria and other invaders (see Figure 6.32).

Lysosomes use their hydrolytic enzymes to the
cdl's own organic material, a process caled autophagy. During
autophagy, a damaged organelle or small amount of cytosol

Lysosome containing 1 um
two damaged organelles =
[ AT o

fragrr

Peroxisome'————
fragment
Lysosome fuses with Hydrolytic enzymes
vesicle containing digest organelle
damaged organelle components
\
\ L
A ; A
Lysosome \ N . ea‘“
o T

i ) oy Digestion
Vesicle containing
damaged mitochondrion

(b) Autophagy: lysosome breaking down damaged organelle

A Figure 6.14 Lysosomes, Lysosomes
digest (hydrolyze) materials taken into the cell
and recycle intracellular materials, (a) Top In
this macrophage (a type of white blood cell)
from a rat, the lysosomes are very dark because
of a specific stain that reacts with one of the

products of digestion within the lysosome
(TEM). Macrophages ingest bacteria and viruses
and destroy them using lysosomes. Bottom
This diagram shows one lysosome fusing with a

food vacuoie during the process of phagocytosis.

(b) Top In the cytoplasm of this rat liver cell, a

lysosome has engulfed two disabled organelles,
a mitochondrion and a peroxisome, in the
process of autophagy (TEM). Bottom This
diagram shows a lysosome fusing with a vesicle
containing a damaged mitochondrion.
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becomes surrounded by a membrane, and a fuses
with this vesicle (Figure 6.14b). The lysosomal enzymes dis-
mantle the enclosed material, and the organic ae

returned to the cytosol for reuse. With the help of lysosomes,
the cdl continually renews itsdf. A human liver cell, for ex-
ample, recycles haf of its macromolecules each

The cdls of people inherited lysosoma storage dis-
eases lack a functioning hydrolytic enzyme normally present in
lysosomes. The lysosomes become engorged with indigestible
substrates, which begin to interfere with other cellular
In Tay-Sachs disease, for example, a lipid-digesting enzyme is
missing or inactive, and the brain becomes by an ac-
cumulation of lipidsin the cells. Fortunately lysosomal storage
diseases are rare in the general population.

Vacuoles: Diverse Maintenance
Compartments

A plant or fungd cell may have one or severa vacuoles. While
vacuoles carry out hydrolysis and are thus similar to lyso-
somes, they carry out other functions as well. Food vacuoles,

phagocytosis, have aready been mentioned (see
Figure 6.14a). freshwater protists have contractile vac-
uoles that pump excess water out of the cell, thereby main-
taining the appropriate concentration of sats and other mole-
cules (see Figure 7.14). Mature plant cells generaly contain a
large central vacuole (Figure 6.15) enclosed by a membrane
called the tonoplast. The central vacuole develops by the

. Central vacuole

Cytosel
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A Figure 6.15 The plant cell vacuole. The central vacuole is
usually the largest compartment in a plant cell; the rest of the
cytoplasm is generally confined to a narrow zone between the
vacuolar membrane (tonoplast) and the plasma membrane (TEM).
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coalescence of smaller vacuoles, themselves derived from the
endoplasmic reticulum and vacuoleisin

part of a plant cells endomembrane sys-
tem. Like dl cellular membranes, the tonoplast is selective
transporting solutes; as a result, the solution inside the vac-
uole, caled cdl sap, differsin

The plant cdl's central vacuole is a versatile compartment.
It can hold reserves of important organic compounds, such
the proteins stockpiled in the vacuoles of storage cells in
seeds. It is dso the plant cells inorganic
ions, such as potassium and chloride. Many plant cells
their vacuoles as disposal sites for metabolic by-products that
would endanger the cdl ii they accumulated in the cytosol.
Some vacuoles contain pigments that the cdlls, such as
the red and blue pigments of petals that help attract pollinat-
ing insects to flowers. Vacuoles may also help protect the plant
against predators by containing compounds that are poison-
ous or unpalatable to animals. The hasamgjor role
the growth of plant cells, which enlarge as their vacuoles ab-
sorb water, enabling the cdll to become larger with a minimal
investment in new cytoplasm. vac-
uole, the cytosol often occupies only a thin layer between the
plasma membrane and the tonoplast, so the

surface to cytosolic volume is great, even for a large

plant cell.

The Endomembrane System: A Review

Figure 6.16 reviews the endomembrane system, showing
flow ol membrane lipids and proteins through the various
organelles. As the membrane moves from the FR to the Golgi
and then elsewhere, its molecular composition and metabolic
functions are modified, adong with those The
endomembrane system is a complex and dynamic player in
the cell's compartmental organization.

WEell continue our cdl with some membranous
organelles that are not closdly related to the endomembrane
system, but play crucid roles m the energy transformations
carried out by cells.

Concept Check

1. Describe the structural and functional distinctions
between rough and smooth ER.

2. Imagine a protein that functions in the ER, but
requires modification in the Golgi apparatus before
it can achieve that function. Describe the protein's
path through the cell, starting with the mRNA mole-
cule that specifies the protein.

3. How do transport vesicles serve to integrate the
endomembrerne svsti®:! ?

For suggested answers, see Appendix A.
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A Figure 6.16 Review: relationships among organelles of the endomembrane
system. The red arrows show some of the migration pathways for membranes and the materials

they enclose.

Mitochondria and chloroplasts
change energy from one form
to another

Organisms transform energy they acquire from their sur-
roundings. In eukaryotic cells, mitochondria and chloroplasts
are the organelles that convert energy to forms thai cells can
use for work. Mitochondria (singular, mitochondrion) are the
sites of cellular respiration, the metabolic process that gener-
ates ATP by extracting energy from sugars, fas, and other fuds
with the help of oxygen. Chloroplasts, found only in plants
and agee, are the sites of photosynthesis. They convert solar
energy to chemical energy by absorbing sunlight and using it
to drive the synthesis of organic compounds such as sugars
from carbon dioxide and water.

Although mitochondria and chloroplasts are enclosed by
membranes, they are not pan of the endomembrane system.
In contrast to organelles of the endomembrane system, each
of these organelles has at least two membranes separating the
innermost space from the cytosol. Their membrane proteins

are made not by the ER, but by free ribosomes in the cytosol
and by ribosomes contained within these organelles them-
selves. Not only do these organelles have ribosomes, but they
aso contain a small amount of Itis that pro-
grams the synthesis of the proteins made on the organelles
own ribosomes. (Proteins imported from the cytosol—con-
stituting most of the organelles proteins—are programmed
by nuclear DNA.) Mitochondria and chloroplasts are semi-
auLonomous organelles that grow and reproduce within the
cdl. In Chapters 9 and 10, we will focus on how mitochondria
and chloroplasts function. We will consider the evolution of
these organelles in Chapter 28. Here we are concerned mainly
with the structure of these energy transformers.

Inthis section, we will dso consider the per oxisome, an ox-

idative organdlle that is not part of the endomembrane system.

mitochondriaand chloroplasts, the peroxisome importsits
proteins primarily from the cytosol.

Mitochondria: Chemical Energy Conversion

Mitochondria are found in al eukaryotic cdls, includ-
ing those of plants, animals, fungi, and protists. Some cells
have a single large mitochondrion, but more often a cell has
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hundreds or even thousands of mitochondria; the number is
correlated with the cell's level of metabolic activity. For exam-
ple, motile or contractile cells have proportionally more mito-
chondria per volume than less active cells. Mitochondria are
about 210 urn long. Time-lapse films ol living cells reveal
mitochondria moving around, changing their shapes, and di-
viding in two, unlike the static cylinders seen in electron mi-
crographs of dead cells.

The mitochondrion is enclosed by two membranes, each a
phospholipid bilayer with a unique collection of embedded
proteins (Figure 6.17). The outer membrane is smooth, but
the inner membrane is convoluted, with infoldings called
cristae. The inner membrane divides the mitochondrion into
two internal compartments. The first is the mtermembrane
space, the narrow region between the inner and outer mem-
branes. The second compartment, the mitochondrial matrix,
is enclosed by the inner membrane. The matrix contains
many different enzymes as well as the mitochondrial DNA
and ribosomes. Some of the metabolic steps of cellular respi-
ration are catalyzed by enzymes in the matrix. Other proteins
that function in respiration, including the enzyme that makes
ATT™ are built into the inner membrane. As highly folded sur-
faces, the cristae give the inner mitochondrial membrane a
large surface area for these proteins, thus enhancing the pro-
ductivity of cellular respiration. This is another example of
structure fitting function.

Chloroplasts: Capture of Light Energy

The chloroplasi is a specialized member of a family of closely
related plant organelles caled plastids. Amyloplasts are color-
less plastids that store starch (amylose), particularly in roots
and tubers. Oiromoplasts have pigments that give fruits and

___Outer__
membrane

110 UNIT TWO  The Cell

flowers their orange and yellow hues. Chloroplasts contain the
green pigment chlorophyll, along with enzymes and other
molecules that function in the photosynthetic production of
sugar. These lens-shaped organelles, measuring about 2 umn
by 5 jim, are found in leaves and other green organs of plants
and in dgee (Figure 6.18).

The contents of a chloroplast are partitioned from the cy-
tosoi by an envelope consisting of two membranes separated
by a very narrow intermembrane space. Inside the chloroplast
is another membranous system in the form of flattened, inter-
connected sacs caled thylakoids. In some regions, thylakoids
are stacked like poker chips; each stack is cdled a granum
(plural, grand). The fluid outside the thylakoids is the stroma,
which contains the chloroplast DNA and ribosomes as well as
many enzymes. The membranes of the chloroplast divide the
chloroplast space into three compartments: the intermembrane
space, the stroma, and the thylakoid space. In Chapter 10, you
will learn how this compartmental organization enables the
chloroplast to convert light energy to chemical energy during
photosynthesis.

As with mitochondria, the static and rigid appearance of
chloroplasts in micrographs or schematic diagrams is not true
to their dynamic behavior in the living cell. Their shapes are
changeable, and they grow and occasiondly pinch in two, re-
producing themselves. They are mobile and move around the
cdl with mitochondria and other organelles along tracks of
the cytoskeleton, a structural network we will consider later
in this chapter.

Peroxisomes. Oxidation

The peroxisome is a specidized metabolic compartment
bounded by a single membrane (Figure 6.19). Peroxisomes

~ Figure 6.17 The mitochondrion, site
of cellular respiration. The inner and
outer membranes of the mitochondrion are
evident in the drawing and micrograph
(TEM). The cristae are infoldings of the inner
membrane. The cutaway drawing shows
the two compartments bounded by the
membranes: the intermembrane space and
the mitochondrial matrix. Free ribosomes are
seen in the matrix, along with one to several
copies of the mitochondrial genome (DNA).
The DNA molecules are usually circular and
are attached to the inner mitochondrial
membrane.




f Figure 6.18 The chloroplast, site of photosynthesis. A chloropiast is enclosed by two
membranes separated by a narrow intermembrane space that constitutes an outer compartment.
The inner membrane encloses a second compartment containing the fluid called stroma. Free
ribosomes and copies of the chloroplast genome (DNA) are present in the stroma. The stroma
surrounds a third compartment, the thylakoid space, delineated by the thylakoid membrane.
Interconnected thylakoid sacs (thyiakoids) are stacked to form structures called grana (singular,

_~Chloroplast

o

granum), which are further connected by thin tubules between individual thyiakoids (TEM).

__—Stroma—__

Thylakoid

contain enzymes that transfer hydrogen from various sub-
strates to oxygen, producing hydrogen peroxide (H,0,) as a
by-product, from which the organelle derives itsname. These
reactions may have many different functions. Some peroxi-
somes use oxygen to break fatty acids down into smaller
molecules that can then be transported to mitochondria,

Peroxisome

- ”_'_‘9 B

" 1jim

At> Figure 6.19 Peroxisomes. Peroxisomes are roughly spherical and
often have a granular or crystalline core that is thought to be a dense
collection of enzyme molecules. This peroxisome is in a leaf cell. Notice
its proximity to two chloroplasts and a mitochondrion. These organelles
cooperate with peroxisomes in certain metabolic functions (TEM).

where they are used as fud for cellular respiration. Peroxi-
somes in the liver detoxify alcohol and other harmful com-
pounds by transferring hydrogen from the poisons to oxygen.
The H,O, formed by peroxisome metabolism is itsdf toxic,
but the organelle contains an enzyme that converts the H202
to water. Enclosing in the same space both the enzymes that
produce hydrogen peroxide and those that dispose of this
toxic compound is another example of how the cdl's com-
partmental structure is crucia to its functions.

Specidized peroxisomes called dyoxysomes are found in
the fat-storing tissues of plant seeds. These organelles con-
tain enzymes that initiate the conversion of fatty acids to
sugar, which the emerging seedling can use as a source of
energy and carbon until it is able to produce its own sugar
by photosynthesis.

Unlike lysosomes, peroxisomes do not bud from the en-
domembrane system. They grow larger by incorporating pro-
teins made primarily in the cytosol, lipids made in the ER, and
lipids synthesized within the peroxisome itsdf. Peroxisomes
may increase in number by splitting in two when they reach a
certain size.

Concent Check

1. Describe a least two common characteristics of
chloroplasts and mitochondria.

2. Explain the characteristics of mitochondria and
chloroplasts that place them in a separate category
from organelles in the endomembrane system.

For suggested answers, see Appendix A.
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The cytoskeleton is a network of
fibers that organizes structures
and activitiesin the cdl

In the early days of electron microscopy, biologists thought
that the organelles of a eukaryotic cell floated fredy in the cy-
tosol. But improvements in both light microscopy and elec-
tron microscopy have revealed the cytoskel eton, a network of
fibers extending throughout the cytoplasm (Figure 6.20). The
cytoskeleton, which plays a mgjor rolein organizing the struc-
tures and activities of the cell, is composed of three types of
molecular structures: microtubules, microfilaments, and inter-
mediate filaments (Table 6.1).

Roles of the Cytoskeleton: Support,
Moatility, and Regulation

The most obvious function of the cytoskeleton is to give me-
chanical support to the cdl and maintain its shape. This is
especially important for animal cells, which lack walls. The
remarkable strength and resilience of the cytoskeleton as a
whole is based on its architecture- Like a geodesic dome, the
cytoskeleton is stabilized by a balance between opposing
forces exerted by its elements. Andjust as the skeleton of an
animal helps fix the positions of other body parts, the cy-
toskeleton provides anchorage for many organelles and even
cytosolic enzyme molecules. The cytoskeleton is more dy-
namic than an animal skeleton, however. It can be quickly
dismantled in one part of the cdll and reassembled In a new
location, changing the shape of the cell.

The cytoskeleton is aso involved in severa types of cell
motility (movement). The term cell motility encompasses both

¥ 0.25 m Microfilaments

A Figure 6.20 The cytoskeleton. In this TEM, prepared by a
method known as deep-etching, the thicker, hollow microtubules and
the thinner, solid microfilaments are visible. A third component of the
cytoskeleton, intermediate filaments, is not evident here.
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changes in cell location and more limited movements of parts
of the cell- Cell motility generaly requires the interaction of
the cytoskeleton with proteins caled motor proteins. Exam-
ples of such cell motility abound.. Cytoskeletal elements and
motor proteins work together with plasma membrane mole-
cules to alow whole cells to move aong fibers outside the
cell. Motor proteins bring about the movements of cilia and
flagella by gripping microtubules within those organelles and
propelling them past each other. A similar mechanism involv-
ing microfilaments causes muscle cells to contract. Inside the
cel, vesicles often travel to their destinations along "mono-
rails' provided by the cytoskeleton. For example, this is how
vesicles containing neurotransmitter molecules migrate to
the tips of axons, the long extensions of nerve cells that re-
lease these molecules as chemica signals to adjacent nerve
cells (Figure 6.21). The vesicles that bud df from the ER travel
to the Golgi along tracks built of cytoskeletal elements. It is
the cytoskeleton that manipulates the plasma membrane to
form food vacuoles during phagocytosis. Findly, the stream-
ing of cytoplasm that circulates materials within many large
plant cells is yet another kind of cellular movement brought
about by components of the cytoskeleton.

Hi2ceptor for
rmotor protein

£, L

Microtubuie
of cytoskefeton

Motor protein
(ATP powered)

(a) Motor proteins that attach to receptors on organelles can "walk"
the organeiles aiong microtubules or, in some cases, microfilaments.

Microtubule

025 fim_
2
e
b

(b) Vesicles containing neurotransmitters migrate to the tips of nerve
cell axons via the mechanism in (a). In this SEM of a squid giant
axon, two vesicles can be seen moving along a microtubuie. (A
separate part of the experiment provided the evidence that they
were in fact moving.)

A Figure 6.21 Motor proteins and the cytoskeleton.




I able 6.1 The Structure and Function of the Cytoskeleton

Intermediate Filaments

Microtubules Microfilaments
Property (Tubulin Polymers) (Actin Filaments)
Structure Hollow tubes; wall consists of Two intertwined strands of actin,
13 columns of tubulin molecules each a polymer of actin subunits
Diameter 25 nm with 15-nm [umen 7 nm
Protein subunits Tubulin, consisting of Actin

aiuhulin and fi-tubulin

Main i unctions Maintenance of cell shape Maintenance of cdl shape
(compression-resisting "girders") (tension-bearing elements)
Cell motility (asin cilia or flagella) Changes in cdll shape
Chromosome movements in Musde contraction
odl dl\g?on Cytoplasmic streaming
I TR AN Cell matility (as in pseudopodia)
Cdl division (cleavage furrow
formation)
10um, 10jim
Micrographs of
fibroblasts, a
favorite cell type for
cdl biology studies.
Each has been
experimental ly
treated to

fluorescently tag the
structure of interest.
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Fibrous proteins supercoiled into
thicker cables

8-12 nm

One of severa different proteins of the
keratin family, depending on cell type

Maintenance of cdl shape
(tension-bearing elements)

Anchorage of nucleus and certain
other organelles

Formation of nuclear lamina
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The most recent addition to the list of possible cytoskeletal
functions is the regulation of biochemical activitiesin the cell.
Mounting evidence suggests that the cytoskeleton can trans-
mit mechanical forces exerted by extracellular molecules via

naturally occurring mect
may help

hanical signals by the cytoskeleton

cell function.

surface proteins of the cel to its interior—and even into the
nucleus. In one experiment, investigators used a micro-
manipulation device to pull on certain plasma membrane pro-
teinsattached to the cytoskeleton. A video microscope captured
amost instantaneous rearrangements of nucleoli and other
structures in the nucleus. In this way, the transmission of

Components of the Cytoskeleton

Now look closely at the three main types of fibers
that make up the cytoskeleton (see Table 6.1). Microtubules
are the thickest of the three types; microfilaments (also called
actin filaments) are the and intermediate filaments
arefiberswith diameters in amiddle range.
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Microtubules

Microtubules are found in the cytoplasm of al eukaryotic
cells. They are hollow rods measuring about 25 nrain diame-
ter and from 200 nm to 25 urn in length. The wall of the hol-
low tube is constructed from a globular protein called tubulin.
Each tubulin molecule is a dimer consisting of two dightly
different polypeptide subunits, a-tubulin and (3-iubulin. A
microtubule grows in length by adding tubulin dimers to its
ends. Microtubules can be disassembled and their tubulin
used to build microtubules elsewhere in the cell.

Microtubules shape and support the cdl and aso serve as
tracks along which organelles equipped with motor proteins
can move (see Figure 6.21). For example, microtubules guide
secretory vesicles from the Golgi apparatus to the plasma
membrane. Microtubules are also responsible for the separa-
tion of chromosomes during cdll division (see Chapter 12).

Centrosomes and Centrioles. In many cels, microtubules
grow out from a centrosome, a region often located near the
nucleus that is considered to be a "microtubule-organizing
center." These microtubules function as compression-resisting
girders of the cytoskeleton. Within the cenlrosome of an ani-
mal cell are apair of centrioles, each composed oi nine sets of
triplet microtubules arranged in a ring (Figure 6.22). Before a
cdl divides, the centrioles replicate. Although centrioles may
help organize microtubule assembly, they are not essentia for
this function in dl eukaryotes; centrosomes of most plants
lack centrioles, but have well-organized microtubules.

Cilia and Flagella. In eukaryotes, a specidized arrangement
of microtubules is responsible for the begting of flagella (sngu-
lar, flagelium) and cilia(singular, cilium), locomotor appendages
that protrude from some cells. Many unicellular eukaryotic or-
ganisms are propelled through water by ciliaor flagella, and the
sperm of animals, dgae, and some plants have flagdla When
cilia or flagella extend from cells that are held in place as part, of
atissue layer, they can move fluid over the surface of the tissue.
For example, the ciliated lining of the windpipe sweeps mucus
containing trapped debris out of the lungs (see Figure 6.4). Ina
woman's reproductive tract, the cilialining the oviducts (fallop-
ian tubes) help move an egg toward the uterus.

Cilia usually occur in large numbers on the cdl surface.
They are about 0.25 um in diameter and about 2-20 um in
length. Hagella are the same diameter but longer than cilia,
measuring 10-200 um in length. Also, flagdla are usually lim-
ited to just one or a few per cel.

Hagdla and cilia differ in their beating patterns (Figure 6,23).
A flagdlum. has an undulating motion that generates force in the
same direction as the flagellums axis. In contrast, cilia work
more like oars, with aternating power and recovery strokes gen-
erating force in a direction perpendicular to the cilium's axis.

Though different in length, number per cell, and beating
pattern, cilia and flagdla share a common ultrastructure. A
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Centrosome

Cross section
of the other centriole

=
Microtubules

Longitudinal section
of one centriole

A Figure 6.22 Centrosome containing a pair of centrioles.
An animal cell has a pair of centrioles within its centrosome, the regior
near the nucleus where the cell's microtubules are initiated. The
centrioles, each about 250 nm (0.25 um) in diameter, are found at
right angles to each other, and each is made up of nine sets of three
microtubules. The blue portions of the drawing represent nontubulin
proteins that connect the microtubule triplets (TEM).

cilium or flagellum has a core of microLubules sheathed in an
extension of the plasma membrane (Figure 6.24). Nine dou-
blets of microtubules, the members of each pair sharing part o
their walls, are arranged in aring. In the center of thering are
two single microtubules. This arrangement, referred to as the
"9 + 2" pattern, is found in nearly dl eukaryotic flagella and
cilia (The flagella of motile prokaryotes, discussed in Chapter
27, do not contain microtubules.) Flexible "wagon whedls' oi
cross-linking proteins, evenly spaced aong the length of the
cilium or flagellum, connect the outer doublets to each other
(the wheel rim) and to central microtubules (the wheel
spokes). Each outer doublet also has pairs of side-arms spaced
aong its length and reaching toward the neighboring doublet:
these are motor proteins. The microtubule assembly ol acilium
is anchored in the cdl by a basal body, which
structurally identical to a centriole. In fact, in many animals
(including humans), the basal body of the fertilizing sperms
flagellum enters the egg and becomes a centriole.

Each motor protein extending from one microtubule doublet
to the next is alarge protein caled dynein, which is composed




(a) Motion of flagella. A flagellum = i i - -4 Figure 6.23
usually undulates, its snakelike RGN CERWIFAT I A comparison
motion driving a cell in the same of the beating of
direction as the axis of the flagella and cilia.
flagellum. Propulsion of a human
sperm cell is an example of flagellate
locomotion (LM).

-

(b) Motion of cilia. Cilia have a back-
and-forth motion that moves the cell
in a direction perpendicular to the
axis of the cilium. A dense nap of cilia,
beating at a rate of about 40 to
60 strokes a second, covers this
Colpidium, a freshwater protozoan
(SEM).

.

(b) A cross section through the cilium shows the "9 + 2"
arrangement of microtubules (TEM). The outer microtubule
doublets and the two central microtubules are held together
by cross-linking proteins (purple in art), including the radial
spokes. The doublets also have attached motor proteins,
the dynein arms (red in art).

0.5 urn

(a) A longitudinal section of a cilium shows micro-
tubules running the length of the structure (TEM).

—~Triplets__

(
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Basal body: The nine outer doublets of a cilium or
flagellum extend into the basal body, where each
doublet joins another microtubule to form a ring of
nine triplets. Each triplet is connected to the next
by nontubulin proteins (blue). The two central =
microtubules terminate above the basal b
body (TEM). Cross section of basal body

Figure 6.24 Ultrastructure of a eukaryotic flagellum or cilium.
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of severa polypeptides. These dynein arms are responsible for
the bending movements oi cilia and flagela A dynein arm
performs a complex cycle of movements caused by changesin
the conformation of the protein, with ATP providing the en-
ergy for these changes (Figure 6.25).

The mechanics of dynein "walking" are reminiscent of a
cat climbing a tree by attaching its claws, moving its legs, re-
leasing its front claws, and grabbing again farther up the
tree. Similarly, the dynein arms of one doublet attach to an
adjacent doublet and pull so that the doublets dide past
each other in opposite directions. The arms then release
from the other doublet and reattach a little farther aong its
length. Without any restraints on the movement of the mi-
crotubule doublets, one doublet would continue to “walk"
along and dlide past the surface of the other, elongating the
cilium or flagellum rather than bending it (see Figure 6.25a).
For lateral movement of a cilium or flagellum, the dynein
"walking" must have something to pull against, as when the
muscles in your leg pull against your bones to move your
knee. In cilia and flagella, the microtubule doublets seem to
be held in place by the cross-linking proteinsjust inside the
outer doublets and by the radial spokes and other structural
elements. Thus, neighboring doublets cannot dide past each
other very far. Instead, the forces exerted by the dynein arms
cause the doublets to curve, bending the cilium or flagellum
(see Figure 6.25b and c).

Microfilaments (Actin Filaments)

Micro filaments are solid rods about 7 nm in diameter. They
are dso cdled actin filaments, because they are built from
molecules of actin, a globular protein. A microfilament is a
twisted double chain of actin subunits (see Table 6.1). Besides
occurring as linear filaments, microfilaments can form struc-
tura networks, due to the presence of proteins that bind along
the side of an actin filament and alow a new filament to
extend as a branch. Microfilaments seem to be present in al
eukaryotic cells.

In contrast to the compression-resisting role of micro-
tubules, the structural role of microfilaments in the cytoskeleton
is to bear tension (pulling forces). The ability of microfila-
ments to form a three-dimensional network just inside the
plasma membrane helps support the cells shape. This net-
work gives the cortex (outer cytoplasmic layer) of a cel the
semisolid consistency of a gel, in contrast with the more fluid
(sol) state of the interior cytoplasm. In anima cells specidized
for transporting materials across the plasma membrane, such
asintestind cells, bundles of microfilaments make up the core
of microvilli, the previously mentioned delicate projections
that increase the cdl surface area (Figure 6.26).

Microfilaments are well known for their role in cdl motil-
ity, particularly as part of the contractile apparatus of muscle
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(b) Effect of cross-linking proteins. In a ciliurn or flageHumn, tw
ad.acent doublets cannot-slide far because they are physically
restrained by proteins, so they bend. (Only two of the nine
~outer doublets in Figure 6,24b are shown here.)

(c) Wavelike motion. Localized, £;ynchronized activation of mgriy
dynein ams prob&oiv cajses a [>end to begin at the base of the
cilium or flagellum and move cijjtward toward the tip. Many
successive bends, such as the ciiles shown here to the left and
flght, resuitin & wavelike motifin. In this diagram, the two central
microtubuies and the cross-linking proteiri= are not shew-.

* Figure 6.25 How dynein "walking" moves flagella and cilia.




Plasma membrane ———

Microfilarnents |3clir ==
filaments)

Intermediate filaments=

& Figure 6.26 A structural role of microfilaments. The surface

area of this nutrient-absorbing intestinal cell is increased by its many

microviili (singular, microvillus), cellular extensions reinforced by bundles

of microfilaments. These actin filaments are anchored to a network of
itermediate filaments (TEM).

cells. Thousands are arranged paralel to

another aong the length of a muscle cell, interdigitated
with thicker filaments made of caled myosin
|Figure 6.27a). Myosin acts as a motor protein by means of
projections (arms) that "walk" the actin filaments. Con-
traction of the muscle cell results from the actin and myosin fil-
aments sliding past one another in way, shortening the
cel. kinds of célls, actin filaments are associated with
myosin in miniature and elaborate versions of the arrange-
ment in muscle cells. These actin-myosin aggregates are re-
sponsible for localized contractions of cells. For example, a
contracting belt of microfilaments forms a cleavage furrow that
pinches a dividing animal cdll into two daughter cells.

Locdized contraction brought about by actin and myosin
adso plays a role in amoeboid movement (Figure 6.27b), in
which a cell, such as an amoeba, for example, crawls along a
surface by extending and flowing into cellular extensions
caled pseudopodia the Greek pseudcs, fdse, and pod,
foot)- Pseudopodia extend contract through the reversible
assembly of actin subunits into microfilaments and of micro-
filaments into networks that convert cytoplasm from sol to

Muscla cell

Actin flament—
1
Myosin Tiiament— 4

Myosin arm “

i
i

(a) Myosin motors in muscle cell contraction. The "walking" of
myosin arms drives the parallel myosin and actin filaments past each
other so thatthe actin filaments approach each other in the middle
(red arrows). This shortens the muscle and the cell. Muscle
contraction involves contraction of many muscie cells at the
.same time.

Cortex (outer cytoplasm)| ~.__
ge! with actin network =

Inner cytoplasm: sol -

with actin subunits -y 2 -
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(b) Amoeboid movement. Interaction of actin filaments with my<iir
near the cell’s trailing end fat right) squeezes the interior fluid
forward (to the left) into the pseudopodium.

Nonmoving
cytoplasm (gel)

_. Chloroplast
e

Streaming——4 -~ .-

cytoplasm A

Parallel actin -==-"— -
filaments . ——
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(c) Cytoplasmic streaming in plant cells. A layer of cytoplasm cycles
around the cell, moving over a carpet of parallel actin filaments.
Myosin motors attached to organelles in the fluid cytosol may drive-
the streaming by interacting with the actin,

A Figure 6.27 Microfilaments and motility. In the three
examples shown in this figure, cell nuclei and most other organelles
have been omitted for clarity.
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the actm reassembles into a network. Amoebas are not the
only cells that move by crawling; so do many cdls in the ani-
mal body, including some white blood cells.

In plant cdls, both actin-myosin interactions and sol-gel
transformations brought about by actm may be involved in
cytoplasmic streaming, a circular flow of cytoplasm within
cdls (Figure 6.27c). This movement, which is especialy com-
mon in large plant cells, speeds the distribution of materials
within the cell.

Intermediate Filaments

Intermediate filaments are named for their diameter, which, at
8-12 nm, is larger than the diameter of microfilaments but
smaller than that of microtubules (see Table 6.1, p. 113). Spe-
cidlized for bearing tension (like microfilaments), intermedi-
ate filaments are a diverse class of cytoskeletal elements. Each
typeis constructed from a different molecular subunit belong-
ing to a family of proteins whose members include the keratins.
Microtubules and microfilaments, in contrast, are consistent
in diameter and composition in dl eukaryotic cells.

Intermediate filaments are more permanent fixtures of
cells than are microfilaments and microtubules, which are
often disassembled and reassembled in various parts of a
cell. Even dter cdls die, intermediate filament networks
often persist; for example, the outer layer of our skin con-
sists of dead skin cells full of keratin proteins. Chemical
treatments that remove microfilaments and microtubules
from the cytoplasm of living cells leave a web of intermediate
filaments that retains its origina shape. Such experiments
suggest that intermediate filaments are especialy important
in reinforcing the shape of a cdl and fixing the position of
certain organelles. For example, the nucleus commonly sits
within a cage made of intermediate filaments, fixed in loca
tion by branches of the filaments that extend into the cyto-
plasm. Other intermediate filaments make up the nuclear
lamma that lines the interior of the nuclear envelope (see
Figure 6.10). In cases where the shape of the entire cdl is
correlated with function, intermediate filaments support
Lhet shape. For instance, the long extensions (axons) of
nerve cells that transmit impulses are strengthened by one
class of intermediate filament. Thus, the various kinds of in-
termediate filaments may function as the framework of the
entire cytoskelelon.

Concept Check .

1. Describe how the properties of microtubules, micro-
filaments, and intermediate filaments allow them to
determine cell shape.

2. How do cilia and fiagellabend?

For suggested answers, see Appendix A.
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Concept

Extracellular components and
connections between cells help
coordinate cellular activities

Having crisscrossed the interior of the cdll to explore various
organelles, we complete our tour of the cell by returning to the
surface of this microscopic world, where there are additional
structures with important functions. The plasma membrane is
usually regarded as the boundary oi the living cell, but most
cdlls synthesize and secrete materials of one kind or another
that are external to the plasma membrane. Although they are
outside the cell, the study of these extracellular structures is
central to cell biology because they are involved in so many
cellular functions.

Cdl Walls of Plants

The cell wall is an extracellular structure of plant cells that
distinguishes them from animal cells. The wal protects the
plant cell, maintains its shape, and prevents excessive uptake
of water. On the leve of the whole plant, the strong walls of
speciaized cdls hold the plant up againgt the force of gravity.
Prokaryotes, fungi, and some protists aso have cdl walls, but
we will postpone discussion of them until Unit Five.

Plant cdl wals are much thicker than the plasma mem-
brane, ranging from 0.1 urn to several micrometers. The exact
chemical composition of the waf varies from species to
species and even from one cell type to another in the same
plant, but the basic design of the wal is consistent. Micro-
fibrils made of the polysaccharide cellulose (see Figure 5.8)
are embedded in a matrix of other polysaceharides and pro-
tein. This combination of materials, strong fibersin a"ground
substance" (matrix), is the same basic architectural design
found in steel-reinforced concrete and in fiberglass.

A young plant cell first secretes arelatively thin and flexible
wall called the primary cell wall (Figure 6.28). Between pri-
mary walls of adjacent cellsis the middle lamella, athin layer
rich in sticky polysaceharides caled pectins. The middle
lamella glues adjacent cells together (pectin is used as a thick-
ening agent in jams and jellies). When the cell matures anc
stops growing, it strengthens its wall. Some plant cells do this
simply by secreting hardening substances into the primary
wall. Other cells add a secondary cell wall between the
plasma membrane and the primary wall. The secondary wall,
often deposited in several laminated layers, has a strong and
durable matrix that affords the cell protection and support.
Wood, for example, consists mainly of secondary walls. Plant
cdl walls are commonly perforated by channels between
adjacent cdls caled plasmodesmata (see Figure 6.28), which
will be discussed shortly.




*Flasmodesmata

iii Figure 6.28 Plant cell walls. The orientation drawing shows
several cells, each with a large vacuole, a nucleus, and several
chloroplasts and mitochondria. The transmission electron micrograph
(TEM) shows the cell walls where two cells come together. The
rnultilayered partition between plant cells consists of adjoining walls
individually secreted by the cells.
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The Extracellular Matrix (ECM) of
Animal Cells

Although animal cells lack walls akin to those of plant cells,
they do have an elaborate extracellular matrix (ECM)
(Figure 6.29). The main ingredients of the ECM are glycopro-
teins secreted by the cells. (Recdl that glycoproteins are pro-
teins with covaently bonded carbohydrate, usually short
chains of sugars) The most abundant glycoprotein in the
ECM of most animal cells is collagen, which forms strong
fibers outside the cells. In fact, collagen accounts for about
half of the total protein in the human body. The collagen fibers
are embedded in a network woven from proteoglycans,
which are glycoproteins of another class. A proteoglycan mol-
ecule consists of a small core protein with many carbohydrate
chains covalently attached, so that it may be up to 95% car-
bohydrate. Large proteoglycan complexes can form when
hundreds of proteoglycans become noncovalently attached to a
single long polysaccharide molecule, as shown in Figure 6.29.
Some cells are attached to the ECM by il other ECM glyco-
proteins, including fibronectin. Fibronectin and other ECM
proteins bind to cel surface receptor proteins caled integrins
that are built into the plasma membrane. Integrins span the
membrane and bind on their cytoplasmic side to associated
proteins attached to microfilaments of the cytoskeleton. The
name integrin is based on the word integrate: Integrinsare in
aposition to transmit changes between the ECM and the cyto-
skeleton and thus to integrate changes occurring outside and
inside the cell.

A proteoglycan
complex consists
of hundreds of
proteoglycan
molecules attached
noncovalently to a
single long polysac-
| charide molecule.

| Integrins are membrane SRS I
proteins that are bound g |
to the ECM on one side |8 f
and to associated
proteins attached to
microfilaments on the

| other. This linkage can

| transmit stimuli
between the cell's
external environment

| and its interior and can
result in changes in cell
behavior.

CYTUFLASH

A. Figure 6.29 Extracellular matrix (ECM) of an animal cell. The molecular composition
and structure of the ECM varies from one cell type to another. In this example, three different types

of glycoproteins are present: proteoglycans, collagen, and fibronectin.
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Current research on fibronectin, other ECM molecules, and
integrins is reveding the influentia role of the extracellular ma
trix in the lives of cells. By communicating with a cdl through
integrins, the ECM can regulate a cdl's behavior. For example,
some cdls in a developing embryo migrate along specific path-
ways by matching ihe orientation of their microfilaments to the
"grain" of fibersin the extracellular matrix. Researchers are also
learning that the extracellular matrix around a cel can influ-
ence the activity of genesin the nucleus. Information about the
ECM probably reaches the nucleus by a combination of me-
chanical and chemica signaing pathways. Mechanica signa-
ing involves fibronectin, integrins, and microfilaments of the
cytoskeleton. Changes in the cytoskeleton may in turn trigger
chemica signaling pathways inside the cdll, leading to changes
in the set of proteins being made by the cdl and therefore
changes in the cdl's function. In this way, the extracellular ma-
trix of aparticular tissue may help coordinate the behavior of dl
the cdlls within that tissue. Direct connections between cells
dso function in this coordination, as we discuss next.

Intercellular Junctions

The many cells of an animal or plant are organized into tissues,
organs, and organ systems. Neighboring cells often adhere, in-
teract, and communicate through special patches of direct
physical contact.

Plants: Plasmodesmata

It might seem that the nonliving cdl wals of plants would iso-
late cells from one another. But in fact, as shown in Figure
6.30, plant cell walls are perforated with channels caled
plasmodesmata(singular, plasmodesma; fromthe Greek desmos,
to bind). Cytosol passes through the plasmodesmata and
connects the chemica environments of adjacent cells. These
connections unify most of the plant into one living continuum.
The plasma membranes of adjacent cells line the channel of
each plasmodesma and thus are continuous. Water and small
solutes can pass fredy from cell to cell, and recent experiments
have shown that in certain circumstances, specific proteins and
RNA molecules can dso do this. The macromolecules to be

.“0_5 ATy ’ Plasmodesmata  Plasma membranes

A Figure 6.30 Plasmodesmata between plant cells. The
cytoplasm of one plant cell is continuous with the cytoplasm of its
neighbors via plasmodesmata, channels through the cell walls (TEM).
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transported to neighboring cells seem to reach the plasmodes-
mata by moving along fibers of the cytoskeleton.

Animas'Tight] unctions, Desmosomes,
and Gap Junctions

In animals, there are three main types of intercellular junc-
tions: tightjunctions, desmosomes, and gap junctions (which are
most like the plasmodesmata of plants). All three types are es-
pecialy common in epithelial tissue, which lines the internal
surfaces of thebody. Figure 6.31 uses epithelial cdls of thein-
testina lining to illustrate these junctions: please study this
figure before moving on.

Concept Check °3.

1. In what are the cdls of multicellular plants and
animals structurally different from single-celled
plants or animals?

2. What characteristics of the plant cell wall and animal
cdl extracellular matrix alow the cels to fulfill their
need to exchange matter and information with
external environment?

For suggested answers, see Appendix A.

The Cdll: A Living Unit Greater Than
the Sum of Its Parts

panoramic of the cells overal compartmental
organization to our close-up inspection of each organelles ar-
chitecture, this tour of the cell opportuni-
ties to correlate structure (This would be
good time to cdl structure by returning to Figure 6.9,
pp. 100 and 101.) But even as we dissect the cell, remember
that none of its organelles works

integration, consider the microscopic scene in Figure 6.32.

The large cdl is a macrophage (see Figure helps
defend the againgt infections by ingesting bacteria (the
smaller cells) vesicles. The macrophage
crawls along a surface and the bacteria with
thin pseudopodia (called filopodia).
with other elements of the cytoskeleton in these movements.
After the macrophage engulfs the they are de-
stroyed by The elaborate endomembrane system
produces the lysosomes.
somes and the proteins of the cytoskeleton are al made
ribosomes. And the of these proteins

by genetic messages dispatched from the DNA in
the nucleus. All these processes energy, which mito-
chondria supply in Cellular functions arise
from cellular order: The cdl is a living unit greater than
sum of its parts.




Figure 6.31

Intercellular Junctions in Animal Tissues

Tight junctions prevent
fluid from moving
across a layer of cells
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>e Figure 6.32 The emergence of cellular functions from the
cooperation of many organelles. The ability of this macrophage
(brown) to recognize, apprehend, and destroy bacteria (yellow) is a
coordinated activity of the whole cell. Its cytoskeleton, lysosomes, and
plasma membrane are among the components that function in
phagocytosis (colorized SEM).
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‘W TIGHT JUNCTIONS

At tight junctions, the membranes of
neighboring cells are very tightly pressed
against each other, bound together by
specific proteins (purple). Forming continu-
ous seals around the cells, tight junctions
prevent leakage of extracellular fluid across
a layer of epithelial cells.

DESMOSOMES

Desmosomes (also called anchoring
junctions) function like rivets, fastening cells
together into strong sheets. Intermediate
filanents made of sturdy keratin proteins
anchor desmosomes in the cytoplasm.

GAP JUNCTIONS

Gap junctions (also called communicating
junctions) provide cytoplasmic channels from
one cdl to an adjacent cell. Gapjunctions
consist of special membrane proteins that
surround a pore through which ions, sugars,
amino acids, and other small molecules may
pass. Gapjunctions are necessary for commu-
nication between cells in many types of tissues,
including heart muscle and animal embryos.
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QQ to the Campbell BiolQgy website (www.wmpbellbiology.com) or CD-

ROM to explore Activities, Investigations, and other interactive study aids.

SUMMARY OF KEY CONCEPTS

To study cells, biologists use microscopes and the

tools of biochemistry

* Microscopy (pp. 95-97) Improvements in microscopy have
catalyzed progress in the study oi cell structure.
Activity Metric System Review
Investigation What Is the Sze and Scale of Our World?

< |Isolating Organelles by Cell Fractionation (p. 97) Cell
biologists can obtain pellets enriched in specific organelles by
centrifuging disrupted cells.

Eukaryotic cells have internal membranes that

compartmentalize their functions

« Comparing Prokaryotic and Eukaryotic Cells
(pp- 98-99) All cells are bounded by a plasma membrane. Un-
like eukaryotic cells, prokaryotic cells lack nuclei and other
membrane-enclosed organelles.

Activity Comparing Prokaryotic and Eukaryotic Cells

* A Panoramic View of the Eukaryotic Cell (pp. 99-101)
Plant and animal cells have most of the same organdies.
Activity Build an Animal Cell and a Plant Cell

The eukaryotic cdl's genetic instructions are housed
in the nucleus and carried out by the ribosomes
The Nucleus: Genetic Library of the Cell (pp. 102-103)

The nucleus houses DNA and nucleoli, where ribosomal subunits
are made. Materials pass through pores in the nuclear envelope.

.

.

Ribosomes: Protein Factories in the Cell (pp. 102-104)
Free ribosomes in the cytosol and bound ribosomes on the out-
side of the ER and the nuclear envelope synthesize proteins.
Activity Role of the Nucleus and Ribosomes in Protein Synthesis

The endomembrane system regulates protein traffic
and performs metabolic functions in the cdl

The membranes of the endomembrane system are connected by
physical continuity or through transport vesicles (p. 104).

The Endoplasmic Reticulum: Biosynthetic Factory
(pp. 104-105) Smooth ER synthesizes lipids, metabolizes car-
bohydrates, stores calcium, and detoxifies poisons. Rough ER
has bound ribosomes and produces proteins and membranes,
which are distributed by transport vesicles from the ER.

The Golgi Apparatus: Shipping and Receiving Center
(pp. 105-107) Proteins are transported from the ER to the
Golgi, where they are modified, sorted, and released in trans-
port vesicles.

122 UNIT TWO  The Cell

Chapter & Review

¢ Lysosomes: Digestive Compartments [pp. 107-108)
Lysosomes are sacs of hydrolytic enzymes. They break down
ingested substances and cell macromolecules for recycling.

« Vacuoles: Diverse Maintenance Compartments (p. 108)
A plant cdl's central vacuole functions in digestion, storage,
waste disposal, cell growth, and protection.

*« The Endomembrane System: A Review (pp. 108-109)
Activity The Endomembrane System

Mitochondria and chloroplasts change energy from

one form to another

* Mitochondria: Chemical Energy Conversion (pp. 109-110)

Mitochondria, the sites of cellular respiration, have an outer
membrane and an inner membrane that is folded into cristae.

.

Chloroplasts: Capture of Light Energy (pp. 110-111)
Chloroplasts contain pigments that function in photosynthesis.
Two membranes surround the fluid stroma, which contains thy-
lakoids stacked into grana.

Activity Build a Chloroplast and a Mitochondrion

.

Peroxisomes: Oxidation (pp. 110-111) Peroxisomes
produce hydrogen peroxide (H,O,) and convert it to water.

The cytoskeleton is a network of fibers that organizes
structures and activities in the cdll
Roles of the Cytoskeleton: Support, Motility, and Regu-

lation (pp. 112-113) The cytoskeleton functions in structural
support, for the cell, motility, and signal transmission.

.

« Components of the Cytoskeleton (pp. 113-118)
tvlicrotubules shape the cell, guide movement of organelles, and
help separate the chromosome copies in dividing cells. Cilia
and flagella are motile appendages containing microtubules.
Microfilaments are thin rods built from actin; they function in
muscle contraction, amoeboid movement, cytoplasmic stream-
ing, and support for microviUi. Intermediate filaments support
cell shape and fix organelles in place.

Activity Cilia and Flagella

Extracellular components and connections between
cdls help coordinate cellular activities

Cell Walls of Plants (pp. 118-119) Plant cell walls are made
of cellulose fibers embedded in other polysaccharides and protein.

The Extracellular Matrix (ECM) of Animal Cells

(pp. 119-120) Animal cells secrete glycoproteins that form the
ECM, which functions in support, adhesion, movement, and
regulation.

.

.

.

Intercellular Junctions (pp. 120-121) Plants have plasmod-
esmata that pass through adjoining cell walls. Animal cells have
tight junctions, desmosomes, and gap junctions.

Activity Cell Junctions

The Cell: A Living Unit Greater Than the Sum of Its
Parts (pp. 120-121)

Activity Review: Animal Cell Sructure and Function
Activity Review: Plant Cell Sructure and Function

.




I TESTING YOUR KNOWLEDGE

Evolution Connection
Although the similarities among cells reveal the evolutionary unity
of life, cells can differ dramatically in structure. Which aspects of
cell structure best reveal their evolutionary unity? What are some
examples of specialized cellular modifications?

Sdientific Inquiry

Imagine protein X, destined to go to the plasma membrane oi a cell.

Assume that the mRNA carrying message for protein X
culture. You col-

lect the cells, break and then contents

by differential centrifugation as shown in Figure the pellet of

which fraction would you expect to find protein X? Explain your
answer by describing of protein X through the cell,

Science, Technology, and Society
Doctors at a California university removed a man's spleen, standard
treatment for a type of leukemia. The disease did not recur. Re-
searchers kept some of the spleen cells dive in a nutrient medium.
They found that some of the cells produced a blood protein that
showed promise for treating cancer and AIDS. The researchers
patented the cells. The patient sued, claiming a share in profits
from any products derived from his cells. The California Supreme
Court ruled against the patient, stating that his suit “threatens to
destroy the economic incentive to conduct important medical re-
search." The U.S. Supreme Court agreed. Do you think the patient
was treated fairly? What else would you like to know about this
case that might help you make up your mind?
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Membrane
Structure and
Function

7.1 Cellular membranes are fluid mosaics of lipids
and proteins

7.2 Membrane structure results in selective
permeability

7.3 Passive transport is diffusion of a substance
across a membrane with no energy investment

7.4 Active transport uses energy to move solutes
against their gradients

7.5 Bulk transport across the plasma membrane
occurs by exocytosis and endocytosis

Life at the Edge
The plasma membrane is the edge of life, the boundary

that separates the living cell from its nonliving sur-

roundings. A remarkable film only about 8 nm
thick—it would take over 8,000 to equal the thickness of this
page—the plasma membrane controls traffic into and out of
the cell it surrounds. Like &l biological membranes, the
plasma membrane exhibits selective permeability; thai is, it
dlows some substances to cross it more essly than others.
One of the earliest episodes in the evolution of life may have
been the formation of a membrane that enclosed a solution
different from the surrounding solution while still permitting
the uptake of nutrients and elimination of waste products.
This ability oi the cell to discriminate in its chemical ex-
changes with its environment is fundamental to life, and it is
the plasma membrane and its component molecules that
make this selectivity possible.

in this chapter, you will learn how cellular membranes
control the passage of substances. The importance of sdlective
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A Figure 7.1 The plasma membrane.

permeability was highlighted when the 2003 Nobel Prize in
Chemistry was awarded to Peter Agre (see the interview on
pp. 92-93) and Roderick MacKinnon, two scientists who
worked out how water and specific ions are transported into
and out of the cell We will concentrate on the plasma mem-
brane, the outermost membrane of the cell, represented in
Figure 7.1. However, the same general principles of mem-
brane traffic aso apply to the many varieties of internal mem -
branes that partition the eukaryotic cell. To understand how
membranes work, we begin by examining their architecture.

Concept )

Céllular membranes are fluid
mosaics of lipids and proteins

Lipids and proteins are the staple ingredients of membranes, d-
though carbohydrates are dso important. The most abundani
lipids in most membranes are phospholipids. The ability ol
phospholipids to form membranes is inherent in their molecu-
lar structure. A phospholipid is an amphipathic molecule,
meaning it has both a hydrophilic region and a hydrophobic
region (see Figure 5.13). Other types of membrane lipids are
aso amphipathic. Furthermore, most of the proteins of mem-
branes have both hydrophobic and hydrophilic regions.

How are phospholipids and proteins arranged in the mem-
branes of cells? You encountered the currently accepted
model for the arrangement of these molecules in Chapter 6
(see Figure 6.8). In this fluid mosaic model, the membraneis
a fluid structure with a "masaic’ of various proteins embed-
ded in or attached to a double layer (bilayer) of phospho-
lipids. Well discuss this model in detail, starting with the
store of how it was devel oped.




Membrane Models: Scientific Inquiry

Scientists began building molecular models of the membrane
decades before membranes were firg seen with the electron
microscope in the 1950s. In 1915, membranes isolated from
red blood cells were chemically analyzed and found to be com-
posed of lipids and proteins- Ten years later, two Dutch scien-
tists, E- Gorter and E Grendel, reasoned that cell membranes
must actually be phospholipid bilayers. Such adouble layer of
molecules could exist as a stable boundary between two aque-
ous compartments because the molecular arrangement shelters
the hydrophobic tails of the phospholipids from water while
exposing the hydrophilic heads to water (Figure 7,2).

With the conclusion thai a phospholipid bilayer was the
main fabric of a membrane, the next question was where to
place the proteins. Although the heads of phospholipids are hy-
drophilic, the surface of amembrane consisting of a pure phos-
pholipid bilayer adheres less strongly to water than does the
surface of a biological membrane. Given these data, in 1935,
Hugh Davson and James Danielli suggested that this difference
:ould be accounted for if the membrane were coated on both
sides with hydrophilic proteins. They proposed a sandwich
model: a phospholipid bilayer between two layers of proteins.

When researchers first used electron microscopes to study
cellsin the 1950s, the pictures seemed to support the Davson-
Danielli model. By the 1960s, the Davson-Danidli sandwich
had become widely accepted as the structure not only of the
plasmamembrane, but of dl theinternal membranes of the cell.
By the end of that decade, however, many cell biologists recog-
nized two problems with the model. First, the generalization that
dl membranes of the cdl are identical was challenged. Whereas
the plasma membrane is 7-8 run thick and has a three-layered
structure in electron micrographs, the inner membrane of the mi-
tochondrionisonly 6 nm thick and looks like arow of beads. Mi-
tochondrial membranes aso have asubstantialy-
greater percentage of proteins than do plasma
membranes, and there are differences in the
specific kinds of phospholipids and other lipids.
In short, membranes with different functions
differ in chemical composition and structure.

A second, more serious problem with the
sandwich model was the placement ol the
proteins. Unlike proteins dissolved in
the cytosol, membrane proteins are
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A Figure 7.2 Phospholipid bilayer (cross section).

not very soluble in water. Membrane proteins have hydropho-
bic regions aswell as hydrophilic regions (that is, they are am-
phipathic). If such proteins were layered on the surface of the
membrane, their hydrophobic parts would be in an agueous
environment.

In 1972, S. J. Singer and G. Nicolson proposed that mem-
brane proteins are dispersed and individually inserted into the
phospholipid bilayer, with only their hydrophilic regions pro-
truding far enough from the bilayer to be exposed to water
(Figure 7.3). This molecular arrangement would maximize
contact of hydrophilic regions of proteins and phospholipids
with water while providing their hydrophobic parts with a
uonagueous environment. According to this model, the mem-
brane is a mosaic of protein molecules bobbing in a fluid
bilayer of phospholipids.

A method of preparing cells for electron microscopy called
freeze-fracture has demonstrated visudly that proteins are in-
deed embedded in the phospholipid bilayer of the membrane.
Freeze-fracture splits a membrane aong the middle of the phos-
pholipid bilayer. When the halves of the fractured membrane are
viewed in the electron microscope, the interior of the bilayer
appears cobblestoned, with protein particles interspersed in a
smooth matrix, as in the fluid mosaic model (Figure 7.4, next
page). Other kinds of evidence further support this arrangement.

Models are proposed by scientists as hypotheses, ways of
organizing and explaining existing information. Replacing
one model of membrane structure with another does not im-
ply that the origina model was worthless. The acceptance or
rejection of a model depends on how well it fits observations
and explains experimentat results. A good model also makes
predictions that shape future research. Models inspire experi-
ments, and fev models survive these tests without modifica-
tion. New findings may make a model obsolete; even then, it
may not be totaly scrapped, but revised to incorporate the
new observations. The fluid mosaic model is continualy be-
ing refined and may one day undergo further revision.

Now let's take a closer look at membrane structure, begin-
ning with the ability of lipids and proteins to drift laterally
within the membrane.

{ HydrophahicTegian of proten

A Figure 7.3 The fluid mosaic model for membranes.

CHAPTER 7 Membrane Structure and Function 125




Figure 7.4

Research Method Freeze-Fracture

APPLICATION A cell membrane can be split into its two

layers, revealing the ultrastructure of the membrane's interior.

m A cell is frozen and fractured with a knife.

The fracture plane often follows the hydrophobic interior of a
membrane, splitting the phospholipid bilayer into two separated
layers. The membrane proteins go wholly with one of the layers.

Extracellular

Iayerx. f& M |
A

"bumps") in the two layers, demonstrating that proteins are
embedded in the phospholipid bilayer.

m These SEMs show membrane proteins (the ‘

Extracellular layer Cytoplasmic layei

The Fluidity of Membranes

Membranes are not static sheets of molecules locked rigidly in
place. A membrane is held together primarily by hydrophobic
interactions, which are much weaker than covaent bonds (see
Figure 5.20). Mot of the lipids and some of the proteins can
drift about lateraly—thai is, in the plane of the membrane
(Figure 7.5a). Itisquite rare, however, for amoleculeto flip-flop
transversdly across the membrane, switching from one phos-
pholipid layer to the other; to do so, the hydrophilic part of the
molecule must cross the hydrophobic core of the membrane.

The laterd movement of phospholipids within the mem-
brane is rapid. Adjacent phospholipids switch positions about
10" times per second, which means that a phospholipid can
travel about 2 um—the length of a typical bacterig] cel—in 1
second. Proteins are much larger than lipids and move more
dowly, but some membrane proteins do, in fact, drift (Figure
7.6). And some membrane proteins seem to move in a highly
directed manner, perhaps driven dong cytoskeleta fibers by mo-
tor proteins connected to the membrane proteins cytoplasmic
regions. However, many other membrane proteins seem to be
held virtualy immobile by their attachment to the cytoskeleton.

A membrane remains fluid as temperature decreases, until
findly the phospholipids settle into a closely packed arrange-
ment and the membrane solidifies, much as bacon grease
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(a) Movement of phospholipids. Lipids move laterally in a
membrane, but flip-flopping across the membrane is quite rare.
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(b) Membrane fluidity. Unsaturated hydrocarbon tails of phospholipids
have kinks that keep the molecules from packing together,
enhancing membrane fluidity.
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(c) Cholesterol within the animal cell membrane. Cholesterol
reduces membrane fluidity at moderate temperatures by reducing
phospholipid movement, but at low temperatures it hinders
solidification by disrupting the regular packing of phospholipids.

A Figure 7.5 The fluidity of membranes.

forms lard when it cools. The temperature a which a mem-
brane solidifies depends on the types of lipids it is made df.
The membrane remains fluid to a lower temperature if it is
rich in phospholipids with unsaturated hydrocarbon tails (see
Figures 5.12 and 5.13). Because of kinks in the tails where
double bonds are located, unsaturated hydrocarbons cannot
pack together as closely as saturated hydrocarbons, and this
makes the membrane more fluid (Figure 7.5b).

The steroid cholesterol, which is wedged between phos-
pholipid molecules in the plasma membranes of animal cells,
has different effects on membrane fluidity at different temper-
atures (Figure 7.5c). At relatively warm temperatures—at
37°C, the body temperature of humans, for example—
cholesterol makes the membrane less fluid by restraining the
movement of phospholipids. However, because cholesterol




aso hinders the close packing of phospholipids, it lowers
temperature required for the membrane to slidify. Thus, cho-
lesterol can be thought of as a "temperature

membrane, resisting changes in membrane fluidity that can be
caused by changes in temperature.

Membranes must be fluid to work they are usu-
aly about as sdad oil. When amembrane its
permesability changes, and enzymatic proteins m the mem-
brane become inactive—for example, if their activity re-
quires them to be able to move laterally in the
lipid composition change as an adjust-
ment to instance, in many plants that
tolerate extreme cold, such as winter whesat, the percentage of
unsaturated phospholipids increases in autumn, an adapta-
tion that keeps the membranes from solidifying during winter.

igure 7.6

iry Do membrane proteins move?

| Membrane Proteins and Their Functions
[conciusion I, i WU |

i Now we come to the mosai ¢ aspect of the fluid mosaic model. A
| membrane proteir_\s _indicates that at least some membrane proteins membrane is a collage of different proteins embedded in the
move sideways within the plane of the plasma membrane. N i lipid bilayer (Figure 7.7). 50 kinds
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A Figure 7.7 The detailed structure of an animal cell's plasma membrane, in
cross section.
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of proteins have been found so far in the plasma membrane of
red blood cdlls, for example. Phospholipids form the main fabric
of the membrane, but proteins determine most of the mem-
brane's specific functions. Different types of cells contain dif-
ferent sets of membrane proteins, and the various membranes
within a cell each have a unique collection of proteins.

Noatice in Figure 7.7 that there are two mgor populations
of membrane proteins. Integral proteins penetrate the hy-
drophobic core of the lipid bilayer. Many are transmemhrane
proteins, which completely span the membrane. The hydro-
phobic regions of an integral protein consist of one or more
stretches of nonpolar anmo acids (see Figure 5.17), usudly
coiled into a helices (Figure 7.8). The hydrophilic parts ol the
molecule are exposed to the aqueous solutions on either side
of the membrane. Peripheral proteins are not embedded m
the lipid bilayer at al; they are appendages loosely bound to
the surface of the membrane, olten to the exposed parts of in-
tegra proteins (see Figure 7.7).

On the cytoplasmic side of the plasma membrane, some
membrane proteins are held in place by attachment to the cyto-
skeleton. And on the exterior side, certain membrane proteins
are attached to fibers of the extracellular matrix (see Figure
6.29; infirgnns are one type of integral protein). These attach-
ments combine to give animal cells astronger framework than
the plasma membrane itsalf could provide.

Figure 7.9 gives an overview of sx mgor functions per-
formed by proteins of the plasma membrane. A single cell may

A Figure 7.8 The structure of a transmembrane protein.
The protein shown here, bacteriorhodopsin (a bacterial transport
protein), has a distinct orientation in the membrane, with the
N-terminus outside the cell and the C-terminus inside. This ribbon
model highlights the a-helical secondary structure of the hydrophobic
parts of the protein, which lie mostly within the hydrophobic core of
the membrane. The protein includes seven transmembrane helices
(outlined with cylinders for emphasis). The nonhelical hydrophilic
segments of the protein are in contact with the aqueous solutions

on the extracellular and cytoplasmic sides of the membrane.
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(a) Transport, (left) A protein that spans
the membrane may provide a
hydrophilic channel across the
membrane that is selective for a

particular solute, (right) Other
transport proteins shuttle a substance
from one side to the other by changing
shape. Some of these proteins hydro-
lyze ATP as an energy source to actively
pump substances across the
membrane.

(b) Enzymatic activity. A protein built into
the membrane may be an enzyme with
its active site exposed to substances in
the adjacent solution. In some cases,
several enzymes in a membrane are
organized as a team that carries out
sequential steps of a metabolic pathway.

(c) Signal transduction. A membrane | Signal
protein may have a binding site with a i
specific shape that fits the shape of a
chemical messenger, such as a
hormone. The external messenger
(signal) may cause a conformational
change in the protein (receptor) that
relays the message to the inside of the
cell

(d) Cell-cell recognition. Some glyco-
proteins serve as identification tags that
are specifically recognized by other
cells.

(e) Intercellular joining. Membrane
proteins of adjacent cells may hook
together in various kinds of junctions,
such as gap junctions or tight junctions
(see Figure 6.31).

(f) Attachment to the cytoskeleton and
extracellular matrix (ECM).
Microfilaments or other elements of the
cytoskeleton may be bonded to
membrane proteins, a function that
helps maintain cell shape and stabilizes
the location of certain membrane
proteins. Proteins that adhere to the
ECM can coordinate extracellular and
intracellular changes (see Figure 6.29).

A Figure 7.9 Some functions of membrane proteins. In
many cases, a single protein performs some combination of these tasks.




have membrane proteins carrying out severd of these func-
tions, and a single protein may have multiple functions. Thus,
the membraneis a functional mosaic as well as a structural one.

1 he Role of Membrane Carbohydrates
ii Cell-Cell Recognition

Cdl-cdl recognition, a cdl's ability to distinguish one type of
neighboring cell from another, is crucia to the functioning
of an organism. H isimportant, for example, in the sorting of
cdlsinto tissues and organs in an anima embryo. It isaso the
basis for the rejection of foreign cells (including those of trans-
planted organs) by the immune system, an important line of
cefense in vertebrate animals (see Chapter 43). The way cells
recognize other cdls is by binding to surface molecules, often
carbohydrates, on the plasma membrane (see Figure 7.9d).

Membrane carbohydrates are usualy short, branched
chains of fewer than 15 sugar units. Some of these carbohy-
drates are covalently bonded to lipids, forming molecules
caled glycolipids. (Recdl that glyco refers to the presence of
carbohydrate.) Most, however, are covaently bonded to pro-
teins, which are thereby glycoproteins (see Figure 7.7).

The carbohydrates on the external side of the plasmamem-
brane vary from species to species, among individuals of the
same species, and even from one cell type to another in asin-
gleindividual. The diversity of the molecules and their loca
tion on the cdl's surface enable membrane carbohydrates to
function as markers that distinguish one cel from another.
For example, the four human blood types designated A, B,
AB, and O reflect variation in the carbohydrates on the surface
jf red blood cells.

Synthesis and Sidedness of Membranes
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membrane has distinct cytoplasmic and extracellular sides, or faces, with

the extracellular face arising
and vesicle membranes,

from the inside face of ER, Golgi,

glycoproteins and glycolipids on the outside of the plasma
membrane. Thus, the asymmetrica distribution of proteins,
lipids, and their associated carbohydrates in the plasma mem-
brane is determined as the membrane is being built by the ER
and Golgi apparatus.

Membranes have distinct inside and outside faces. The two
lipid layers may differ in specific lipid composition, and
each protein has directional orientation in the membrane
(see Figure 7.8). When avesicle fuses with the plasma mem-
brane, the outside layer of the vesicle becomes continuous
with the cytoplasmic layer of the plasma membrane. There-
fore, molecules that start out on the inside face of the FR end
up on the outside face of the plasma membrane.

The process, shown in Figure 7.10, starts with O the syn-
thesis of membrane proteins and lipids in the endoplasmic
reticulum. Carbohydrates (green) are added to the proteins
(purple), making them glycoproteins. The carbohydrate por-
tions may then be modified. © Inside the Golgi apparatus, the
glycoproteins undergo further carbohydrate modification, and
lipids acquire carbohydrates, becoming glycolipids. © Trans-
membrane proteins (purple dumbbells), membrane glyco-
lipids, and secretory proteins (purple spheres) are transported
invesicles to the plasma membrane. © There the vesicles fuse
with the membrane, releasing secretory proteins from the cell.
Vesde fusion positions the carbohydrates of membrane

Concept Check

1. How would you expect the saturation levels of
membrane fatty acids to differ in plants adapted to
cold environments and plants adapted to hot envi-
ronments?

The carbohydrates attached to some of the proteins
and lipids of the plasma membrane are added as the
membrane is made and refined in the ER and Golgi
apparatus; the new membrane then forms transport
vesicles that travel to the cdl surface. On which side
of the vesicle membrane are the carbohydrates?

For suggested answers, see Appendix A.

N
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Membrane structure results
in selective permeability

The biological membrane is an exquisite example of a supra-
molecular structure—many molecules ordered into a higher
level of organization—with emergent properties beyond
those of the individual molecules. The remainder of this
chapter focuses on one of the most important of those prop-
erties: the ability to regulate transport across cellular bound-
aries, a function essentia to the cells existence. We will see
once again that form fits function: The fluid mosaic model
helps explain how membranes regulate the cell's molecular
traffic.

A steady traffic of small molecules and ions moves across
the plasma membrane in both directions. Consider the
chemical exchanges between a muscle cell and the extracel-
lular fluid that bathes it. Sugars, amino acids, and other
nutrients enter the cell, and metabolic waste products leave
it. The cdl takes in oxygen for cellular respiration and expels
carbon dioxide. U aso regulates its concentrations of inor-
ganic ions, such as Na', K*, Ca®*, and Cl~, by shuttling
them one way or the other across the plasma membrane. Al-
Lhough traffic through the membrane is extensive, cell mem-
branes are selectively permeable, and substances do not
cross the barrier indiscriminately: The cell is able to take up
many varieties of small molecules and ions and exclude oth-
ers. Moreover, substances that move through the membrane
do so at different rates.

The Permeability of the Lipid Bilayer

Hydrophobic (nonpolar) molecules, such as hydrocarbons,
carbon dioxide, and oxygen, can dissolve in the lipid bilayer
of the membrane and cross it with ease, without the ad of
membrane proteins. However, the hydrophobic core of the
membrane impedes the direct passage of ions and polar mol-
ecules, which are hydrophilic, through the membrane. Polar
molecules such as glucose and other sugars pass only sowly
through a lipid bilayer, and even water, an extremely small
polar molecule, does not cross very rapidly. A charged atom
or molecule and ils surrounding shell of water (see Figure
3.6) find the hydrophobic layer of the membrane even more
difficult to penetrate. Fortunately, the lipid bilayer is only
part of the story of a membranes selective permesbility. Pro-
teins built into the membrane play key roles in regulating
transport.

Transport Proteins

Cdl membranes are permeable to specific ions and avariety of
polar molecules. These hydrophilic substances can avoid
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contact with the lipid bilayer by passing through transport
proteins that span the membrane. Some transport protein?,
called channel proteins, function by having a hydrophilic chan-
nel that certain molecules or atomic ions use as a tunnel
through the membrane (see Figure 7.9a, left). For example,
the passage of water molecules through the membrane in cer-
tain cdls is greetly facilitated by channel proteins known as
aquaporins. (These were discovered in the laboratory of Peter
Agre; see pp. 92-93.) Other transport proteins, called carrier
proteins, hold onto their passengers and change shape in away
that shuttles them across the membrane (see Figure 7.9a,
right). In both cases, the transport protein is specific for the
substance it translocates (moves), allowing only a certain sube
stance (or substances) to cross the membrane. For example,
glucose carried in blood and needed by red blood cells for cel-
lular activities enters these cells rapidly through specific
transport proteins in the plasma membrane. This "glucose
transporter” is so selective as a carrier protein that it even re-
jects fructose, a structural isomer of glucose.

Thus, the selective permeability of a membrane depends
on both the discriminating barrier of the lipid bilayer anc
the specific transport proteins built into the membrane. Bu
what determines the direction of traffic across a membrane?
At agiven time, will a particular substance enter or leave the
cel? And what mechanisms actually drive molecules across
membranes? We will address these questions next as we ex-
plore two modes of membrane traffic: passive transport and
active transport.

Concept Check y

1. Two molecules that can cross a lipid bilayer without
help from membrane proteins are Q, and CO,.
What properties alow this to occur?

2. Why would water molecules need a transport pro-
tein (aguaporin) to move rapidly and in large quan-
tities across a membrane?

For suggested answers, see Appendix A.

Passive transport is diffusion of a
substance across a membrane
with no energy Investment

Molecules have a type of energy called therma motion (heal).
One result of thermal motion is diffusion, the tendency for

molecules of any substance to spread out evenly into the avail-
able space. Each molecule moves randomly, yet diffuson o\ a




population of molecules may be directional. A good way to vi-
sualize this is to imagine a synthetic membrane separating
pure water from a solution of a dye in water. Assume that this
membrane has microscopic pores and is permeable to the dye
molecules (Figure 7.11a). Each dye molecule wanders ran-
domly, but there wilL be a net movement of the dye molecules
across the membrane to the side that began as pure water. The
dye molecules will continue to spread across the membrane
until both solutions have equal concentrations of the dye.
Once that point is reached, there will be a dynamic equilib-
rium, with as many dye molecules crossing the membrane
each second in one direction as in the other.

We can now date a simple rule of diffusion: In the absence
of other forces, a substance will diffuse from where it is more
concentrated to where it isless concentrated. Put another way,
any substance will diffuse down its concentration gradient.
Mo work must be done LO make this happen; diffuson is a
spontaneous process. Note that each substance diffuses down
its own concentration gradient, unaffected by the concentra-
tion differences of other substances (Figure 7.11b).

Much of the traffic across cal membranes occurs by diffu-
sion. When a substance is more concentrated on one side of a
membrane than on the other, there is a tendency for the sub-
stance to diffuse across the membrane down its concentration
gradient (assuming that the membrane is permeable to that
substance). One important example is the uptake of oxygen
by a cell performing cellular respiration. Dissolved oxygen

(a) Diffusion of one solute. The membrane

diffuses into the cdl across the plasma membrane. Aslong as
cellular respiration consumes the O2 as it enters, diffuson
into the cell will continue, because the concentration gradient
iavors movement in that direction.

The diffuson of a substance across a hiological membrane
is caled passive transport because the cel does not have to
expend energy to make it happen. The concentration gradient
itsdf represents potential energy (see Chapter 2, p. 36) and
drives diffuson. Remember, however, that membranes are se-
lectively permeable and therefore have different effects on the
rates of diffuson of various molecules. In the case of water,
aquaporins dlow water to diffuse very rapidly across the
membranes of certain cells. The movement of water across the
plasma membrane has important consequences for cells.

Effects of Osmosis on Water Balance

To see how two solutions with different solute concentrations
interact, picture a U-shaped glass tube with a selectively per-
meable membrane separating two sugar solutions (Figure
7.12). Poresinthis synthetic membrane are too small for sugar
molecules to pass through but large enough for water mole-
cules. How does this dfect the water concentration? It seems
logical that the solution with the higher concentration of
solute would have the lower concentration of water and that
water would diffuse into it from the other side for that reason.
However, for a dilute solution like most biological fluids,

has pores large enough for molecules of
dye to pass through. Random movement
of dye molecules will cause some to pass
through the pores; this will happen more
often on the side with more molecules.
The dye diffuses from where it is more
concentrated to where it is less
concentrated (called diffusing down a
concentration gradient). This leads to a
dynamic equilibrium: The solute molecules
continue to cross the membrane, but at
equal rates in both directions.

(b) Diffusion of two solutes. Solutions of
two different dyes are separated by a
membrane that is permeable to both.
Each dye diffuses down its own concen-
tration gradient. There will be a net
diffusion of the purple dye toward the
left, even though the total solute
concentration was initially greater on
the left side.

A Figure 7.11 The diffusion of solutes
across a membrane. Each of the large
arrows under the diagrams shows the net
diffusion of the dye molecules of that color.
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A Figure 7.12 Osmosis. Two sugar solutions of different
concentrations are separated by a selectively permeable membrane,
which the solvent (water) can pass through but the solute (sugar)
cannot. Water molecules move randomly and may cross through the
pores in either direction, but overall, water diffuses from the solution
with concentrated solute to that with more concentrated solute.
This transport of water, or osmosis, eventually egualizes the sugar
concentrations on both sides of the membrane

solutes do dfect the water concentration sgnificantly. In-
stead, tight clustering of water molecules around the hy-
drophilic solute molecules makes some of the water unavailable
to cross the membrane. It is the difference infree water concen-
tration that is imporant. But the effect is the same: Water dif-
fuses across the membrane from the region of lower solute con-
centration to of higher solute concentration until the solute
concentrations on both sides equa. The
diffuson of water across a selectively permeable membrane is
called osmosis. The movement of water across cell membranes
and the balance between the cell and its environment
are crucial to organisms. Lets apply to living cdls what we
have learned about osmosis in atificia systems.

Water Balanceof CellsWithoutWalls

When considering the behavior of a cdl in a solution, both
solute concentration and membrane permeability must be
considered. Both factors are taken account in the concept
of tonicity, the ability of a solution to cause a cdl to gain or
lose water. The tonicity of a solution depends in part on its
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concentration of solutes that cannot cross the membrane
(nonpenetrating solutes), relative to that in the cell itsdf. If
there are more nonpenetrating solutes in the surrounding
solution, water will tend to leave the cell, and vice versa

If acdl without awall, such as an anima cell, is immersec
in an environment that is isotonic to the cdl (iso means
"same"), there will be no net movement of water across the
plasma membrane. Water flows across the membrane, but ai
the same rate in both directions. In an isotonic environment,
the volume of an animal cell is stable (Figure 7.13a).

Now" let's transfer the cell to a solution that is hypertonic to
the cell (hyper means "more," in this case more nonpenetrat-
ing solutes). The cell will lose water to its environment,
shrivel, and probably die. This is one reason why an increase
in the salinity (saltiness) of alake can kill the animals there—
if the lake water becomes hypertonic to the animals cells, the
cells might shrivel and die. However, taking up too much
water can be just as hazardous to an animal cel as losing
water. If we place the cell inasolution that is hypotonic to the
cell (hypo means "less"), water will enter the cell faster than it
leaves, and the cell will swell and lyse (burst) like an overfilled
water balloon.

A cdl without rigid walls can tolerate neither excessive up-
take nor excessive loss of water. Thisproblem of water balance
is automatically solved if such a cdl lives in isotonic sur-
roundings. Seawater is isotonic to many marine invertebrates.
The cells of most terrestrial (land-dwelling) animals are
bathed in an extracellular fluid that is isotonic to the cells. An-
imals and other organisms without rigid cell walls living in
hypertonic or hypotonic environments must have specia
adaptations for osmoregulation, the control of water balance.
For example, the protist Paramecium lives in pond water,
which ishypotonic to the cell. Paramecium hasa plasmamem-
brane that is much less permeable to water than the membranes
of most other cells, but this only sows the uptake of water,
which continually enters the cell. Paramecium doesn't burst
because it is dso equipped with a contractile vacuole, an or-
ganelle that functions as a bilge pump to force water out of the
cell asfat asit enters by osmosis (Figure 7.14). We will exam-
ine other evolutionary adaptations for osmoregulation m
Chapter 44.

Water Balanceof Cellswith Walls

The cdlls of plants, prokaryotes, fungi, and some protists have
walls. When such acell isimmersed in a hypotonic solution—
bathed in rainwater, for example—the wall helps maintain the
cells water balance. Consider aplant cell. Like an animal cell,
the plant cdl swells as water enters by osmosis (Figure 7.13b).
However, the elastic wall will expand only so much before it
exerts a back pressure on the cell that opposes further water
uptake. At this point, the cdl is turgid (very firm), which is
the healthy state for most plant cells. Plants that are not




fr* Figure 7.13 The water balance of
living cells. How living cells react to changes
in the solute concentration of their environment
ck-pends on whether or not they have cell walls.
(a) Animal cells such as this red blood cell do
not have cell walls, (b) Plant cells do. (Arrows
indicate net water movement since the cells
were first placed in these solutions.)

Hypotonic solution

(a) Animal cell. An
animal cell fares best
in an isotonic environ-
ment unless it has
special adaptations to
offset the osmotic
uptake or loss of
water.

(b) Plant cell. Plant cells
are turgid (firm) and
generally healthiest in
a hypotonic environ-

Isotonic solution Hypertonic solution

H.0

ment, where the
uptake of water is

eventually balanced

by the elastic wall

pushing back on the

cell.

woody, such as most houseplants, depend for mechanical
support on cells kept turgid by a surrounding hypotonic solu-
tion. If aplant's cdlls and their surroundings are isotonic, there
is no net tendency for water to enter, and the cells become
fLacdd (limp).

However, awall is of no advantage if the cell isimmersed in
ahypertonic environment. In this case, aplant cell, like an an-

e SOmGy

Filling vacuole

la) A contractile vacuole fills with fluid that enters from a system of
canals radiating throughout the cytoplasm.

50 |im
o

Contracting vacuole

(b) When full, the vacuole and canals contract, expelling fluid from
the cell.

A Figure 7.14 The contractile vacuole of Paramecium: an
evolutionary adaptation for osmoregulation. The contractile
vacuole of this freshwater protist offsets osmosis by bailing water out
of the cell.

Plasmolyzed

ima cell, will lose water to its surroundings and shrink. Asthe
plant cel shrivels, its plasma membrane pulls away from the
wall. This phenomenon, caled plasmolysis, causes the plant
to wilt and can be lethal. Thewalled cells of bacteriaand iungi
aso plasrnolyze in hypertonic environments-

Facilitated Diffusion: Passive Transport
Aided by Proteins

Lets look more closely at how water and certain hydrophilic
solutes cross a membrane. As mentioned earlier, many polar
molecules and ions impeded by the lipid bilayer oi the mem-
brane diffuse passvely with the help of transport proteins that
span the membrane. This phenomenon, is called facilitated
diffusion. Cdl biologists are till trying to learn exactly how
various transport proteins facilitate diffuson. Most transport
proteins are very specific: They transport only particular sub-
stances but not others.

As described earlier, the two types of transport proteins
are channel proteins and carrier proteins. Channel proteins
simply provide corridors that allow a specific molecule or ion
to cross the membrane (Figure 7.15a). The hydrophilic pas-
sageways provided by these proteins allow water molecules
or smal ions to flow very quickly from one side of the mem-
brane to the other. While water molecules are small enough
to cross through the phospholipid bilayer, the rate of water
movement by thisroute s relatively slow because of their po-
larity Aquaporins, the water channel proteins, facilitate the
massive amounts of diffuson that occur in plant cells and in
animal cells such as red blood cels (see Figure 7.13). An-
other group of channels are ion channels, many of which
function as gated channels; a stimulus causes them to open
or close. The stimulus may be electrica or chemical; if chem-
ical, the stimulus is a substance other than the one to be
transported. For example, stimulation of a nerve cel by
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(a) A channel protein (purple) has a channel through which
water molecules or a specific solute can pass.

P ¥
ar protein zr . Solute

(b) A carrier protein alternates between two conformations, moving a
solute across the membrane as the shape of the protein changes.
The protein can transport the solute in either direction, with the net
movement being down the concentration gradient of the solute.

A Figure 7.15 Two types of transport proteins that carry
out facilitated diffusion. In both cases, the protein transports the
solute down its concentration gradient.

certain neuretransmitter molecules opens gated channels that
adlow sodium ions into the cell.

Carrier proteins seem to undergo a subtle change in shape
that somehow trandocates the solute-binding site across the
membrane (Figure 7.15b). These changes in shape may

and release of the transported molecule.
Tn certain inherited diseases, specific transport systems are
either defective or missing atogether. An example is cystin-
human disease characterized by the absence of a pro-
tein that transports cysteine and some other amino acids
across the membranes of kidney cdls. Kidney cels normally
reabsorb these amino acids from the urine and return them to
the blood, but an individual afflicted with
painful stones from ammo acids that accumulate and crysta-
lize in the kidneys.

Concept Check i s&*

1. If aParameciumwere to swim from a hypotonic
environment to an isotonic one, would the activity
of its contractile vacuole increase or decrease? Why?

For suggested answers, see Appendix A.
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Active transport uses energy
to move solutes against their
gradients

Despite the help of trangport proteins, facilitated diffusion is still
considered passive transport because the solute being trans-
ported is moving down its concentration gradient. Fecilitated
diffuson speeds the transport of a solute by providing an fi-
cient passage through the membrane, but it does not ater L °
direction of transport. Some transport proteins, however, can
move solutes against their concentration gradients, across the
plasma membrane from the side where they are less concen-
trated to the side where they are more concentrated.

The Need for Energy in Active Transport

To pump a molecule across a membrane against its gradient
requires work; the cell must expend energy. Therefore, this
type of membrane traffic is called active transport. The
transport proteins that move solutes against a concentration
gradient are al carrier proteins, rather than channel pro-
teins. This makes sense, because when channel proteins art:
open, they merely alow molecules to flow down their con-
centration gradient, rather than picking them up and trans-
porting them against their gradient-

Active transport enables a cdl to maintain interna con-
centrations of small molecules that differ from concentration.’-,
in its environment. For example, compared to its surround-
ings, an animal cell has a much higher concentration of
potassium ions and a much lower concentration of sodium
ions. The plasma membrane helps maintain these steep gra-
dients by pumping sodium out of the cell and potassium intc
the cell,

As in other types of celular work, ATP supplies the energ}
for most active transport. Oneway ATP can power active trans-
port is by transferring its terminal phosphate group directly to
the transport protein. This may induce the protein to change
its conformation in a manner that translocates a solute bound
to the protein across the membrane. One transport sysem
that works this way is the sodium-potassium pump, which
exchanges sodium (Na") for potassum (K*) across the
plasma membrane of animal cells (Figure 7.16). Figure 7.17
reviews the distinction between passive transport and active
transport.

Maintenance of Membrane Potential
by lon Pumps

All cells have voltages across their plasma membranes. Voltage
iselectrica potential energy—a separation of opposite charges.
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@ Na' binding stimulates
phosphorylation by ATP.

<D Cytoplasmic Na' binds to
the sodium-potassium pump.

0 K’ is released and Na'
sites are receptive again; the
cycle repeats.

© Phosphorylation causes
the protein to change its con-
formation, expelling Na*

to the outside.

0 Extracellular K* binds to
the protein, triggering
release of the phosphate
group.

0 Loss of the phosphate
restores the protein's original
conformation.

A Figure 7.16 The sodium-potassium pump: a specific case
of active transport. This transport system pumps ions against steep
concentration gradients: Sodium ion concentration (represented as
[Na']) is high outside the cell and low inside, white potassium ion
concentration ([K']) is low outside the cell and high inside. The pump
oscillates between two conformational states in a pumping cycle

that translocates three sodium ions out of the cell for every two
potassium ions pumped into the cell. ATP powers the changes in
conformation by phosphorylating the transport protein (that is, by
transferring a phosphate group to the protein).

The cytoplasm of a cdl is negative in charge compared to the
extracellular fluid because of an unequal distribution of anions
and cations on opposite sides of the membrane. The voltage
across amembrane, caled amembrane potential, ranges from

Active transport.
Some transport proteins
act as pumps, moving
substances across a
membrane against their
concentration gradients.
Energy for this work is
usually supplied by ATP.

Passive transport. Substances
diffuse spontaneously down their
concentration gradients, crossing
a membrane with no expenditure
of energy by the cell. The rate

of diffusion can be greatly
increased by transport proteins
in the membrane.

Diffusion. Facilitated diffusion.
Hydrophobic Many hydrophilic
molecules and substances diffuse &>
(at a slow rate) through membranes

very small un- with the assistance of

charged polar transport proteins,

molecules can either channel or

diffuse through carrier proteins.

the iipid bilayer.

A Figure 7.17 Review: passive and active transport
compared.

about —80 to —200 millivolts (mV). (The minus sign indicates
that the inside of the cell is negative compared to the outside.)

The membrane potential acts like a battery, an energy
source that affects the treffic of dl charged substances across
the membrane. Because the inside of the cell is negative com-
pared to the outside, the membrane potential favors the pas-
sve transport of cations into the cell and anions out of the
cell, Thus, two forces drive the diffuson of ions across a mem-
brane: a chemical force (the ion's concentration gradient) and
an electrical force (the efect of the membrane potential on the
ion's movement). This combination of forces acting on an ion
iscaled the electrochemical gradient. In the case of ions, we
must refine our concept of passive transport: An ion does not
smply diffuse down its concentration gradient, but diffuses
down itselectrochemical gradient. For example, the concentra-
tion of sodium ions (Na') inside a resting nerve cell is much
lower than outside it. When the cell isstimulated, gated chan-
nels that facilitate Na* diffusion open. Sodium ions then "fal"
down their electrochemical gradient, driven by the concentra-
tion gradient of Na* and by the attraction of cations to the
negative side of the membrane.

Some membrane proteins that actively transport ions con-
tribute to the membrane potential. An example s the sodium-
potassium pump. Noticein Figure 7.16 that the pump does not
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A Figure 7.18 An electrogenk pump. Proton pumps, the main
electrogenic pumps of plants, fungi, and bacteria, are membrane
proteins that store energy by generating voltage (charge separation)
across membranes. Using ATP for power, a proton pump translocates
positive charge in the form of hydrogen ions. The voltage and H*
concentration gradient represent a dual energy source that can drive
other processes, such as the uptake of nutrients.

trandocate Na " and K™ one for one, but actually pumps three
sodium ions out of i ke cdl for every two potassium ions it
pumpsinto the cell. With each "crank” of the pump, thereisa
net transfer of one positive charge from the cytoplasm to the
extracellular fluid, a process that stores energy in the form of
voltage. A transport protein that generates voltage across a
membrane is called an electrogenic pump. The sodium-
potassium pump seems to be the major electrogenic pump of
animal cells. The main electrogenic pump of plants, fungi,
and bacteria is a proton pump, which actively transports hy-
drogen ions (protons) out of the cell. The pumping of H™
transfers positive charge from the cytoplasm to the extracellu-
lar solution (Figure 7.18). By generating voltage across mem-
branes, electrogenic pumps store energy that can be tapped
for cellular work, including a type of membrane traffic called
cotransport.

Cotransport: Coupled Transport
by a Membrane Protein

A single ATP-powered pump that transports a specific solute
can indirectly drive the active transport of severa other
solutes in a mechanism caled cotransport. A substance that
has been pumped across a membrane can do work as it
moves back across the membrane by diffuson., analogous to
water that has been pumped uphill and performs work as it
flows back down. Another speciaized transport protein, a
cotransporter separate from the pump, can couple the
"downhill" diffuson of this substance to the "uphill" trans-
port of a second substance against its own concentration gra-
dient. For example, a plant cell uses the gradient of hydrogen
ions generated by its proton pumpsto drive the active transport
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A Figure 7.19 Cotransport: active transport driven by

a concentration gradient. A special carrier protein such as this
sucrose-H" cotransporter is able to use the diffusion of H' down its
electrochemical gradient into the cell to drive the uptake of sucrose.
The H' gradient is maintained by an ATP-driven proton pump that
concentrates H* outside the cell, thus storing potential energy that
can be used for active transport, in this case of sucrose. Thus, ATP
is indirectly providing the energy necessary for cotransport.

of amino acids, sugars, and several other nutrients into the cell.
One specific transport protein couples the return of hydrogen
ions to the transport of sucrose into the cell (Figure 7.19).
The protein can trandocate sucrose into the cell against a

gradient, but only if the sucrose molecule travels in
the company of a hydrogen ion. The hydrogen ion uses the
common transport protein as an avenue to diffuse down the
electrochemical gradient maintained by the proton pump.
Plants use the mechanism of sucrose-H* cotransport to |oad
sucrose produced by photosynthesis into specialized cells in
the veins of leaves. The sugar then be distributed by
vascular tissue of the plant to nonphotosynthetic organs,
such as roots.

about cotransport proteins, osmosis, and
water balance in animal cells has helped us find more effective
treatments for the dehydration resulting from diarrhea, a seri-
ous problem in developing countries where intestinal parasites
are prevalent. Patients are given a solution to drink contain-
ing a high concentration of glucose and salt.
taken up by transport proteins on the intestinal cell surface
and passed through the cells into the blood. The resulting os-
motic pressure causes a flow of water from
through the intestinal cellsinto the blood. rehydrating the pa-
tient. Because of the specific proteins involved,

must be present. The same prin-

ciple underlies athletes consumption of solute-rich solutions
after a demanding athletic event.




| [concept Check

1. When nervecells establish a voltage across their
membrane with a sodium-potassium pump, does
this pump use ATP or does it produce ATP? Why?

2. Explain why the sodium-potassium pump in Figure
7.16 would not be considered a cotransporter.

For suggested answers, see Appendix A.

Bulk transport across the plasma
membrane occurs by exocytosis
and endocytosis

Water and smal solutes enter and leave the cell by passing
through the lipid bilayer of the plasma membrane or by being
pumped or carried across the membrane by transport proteins,
f- owever, large molecules, such as proteins and polysaccha-
rdes, as well as larger particles, generaly cross the membrane
by a different mechanism—one involving vesicles.

Exocytosis

Aswe described in Chapter 6, the cdl secretes macromolecules
by the iusion of vescles with the plasma membrane; this is
cdled exocytosis. A transport vesicle that has budded from
tie Golgi apparatus moves along microtubules of the cy-
toskeleton to the plasma membrane. When the vesicle mem-
brane and plasma membrane come into contact, the lipid
molecules of the two bilayers rearrange themselves so that the
two membranes fuse. The contents of the vesicle then spill to
the outside of the cell, and the vesicle membrane becomes
part of the plasma membrane (see Figure 7.10).

Many secretory cells use exocytosis to export their prod-
ucts. For example, certain cdls in the pancreas manufacture
the hormone insulin and secrete it into the blood by exocyto-
sis. Another example is the neuron, or nerve cdl, which uses
exocytosis to release neurotransmitters that signal other neu-
rons or muscle cells. When plant cells are making walls, exo-
cytosis delivers proteins and certain carbohydrates from Golgi
vesicles to the outside of the cell.

Endocytosis

En endocytosis, the cel takesin macromolecules and particu-
ate matter by forming new vesicles from the plasma mem-
brane. Although the proteins involved in the processes are

different, the events of endocytosis look like the reverse of ex-
ocytosis. A smal area of the plasma membrane sinks inward
to form a pocket. As the pocket deepens, it pinches in, form-
ing a vesicle containing material that had been outside the
cell. There are three types of endocytosis: phagocytosis ("cel-
lular eating"), pinocytosis (“cdlular drinking™), and receptor-
mediated endocytosis. Please study Figure 7.20 on page 138,
which describes these processes, before going on.

Human cells use receptor-mediated endocytosis to take in
cholesterol for usein the synthesis of membranes and as a pre-
cursor for the synthesis of other steroids. Cholesterol travels
in the blood in particles called low-density lipoproteins
(LDLSs), complexes of lipids and proteins. These particles act
as ligands (a genera term for any molecule that binds specif-
icaly to a receptor site of another molecule) by binding to
LDL receptors on membranes and then entering the cells by
endocytosis. In humans with familid hypercholesterolemia,
an inherited disease characterized by avery high level of cho-
lesteral in the blood, the LDL receptor proteins are defective
or missing, and the LDL particles cannot enter cells. Instead,
cholesterol accumulates in the blood, where it contributes to
early atherosclerosis, the buildup of lipid deposits within the
walls of blood vessels, causing them to bulge inward and im-
pede blood flow.

Vescles not only transport substances between the cdl and
its surroundings but aso provide a mechanism for rejuvenat-
ing or remodeling the plasma membrane. Endocytosis and ex-
ocytosis occur continually to some extent in most eukaryotic
cells, and yet the amount of plasma membrane in a nongrow-
ing cdl remains fairly constant over the long run. Apparently,
the addition of membrane by one process offsets the loss of
membrane by the other.

Energy and cellular work have figured prominently in our
study of membranes. We have seen, for example, that active
transport is powered by ATP. In the next three chapters, you
will leam more about how cells acquire chemical energy to do
the work of life.

1. Asacdl grows, its plasma membrane expands. Does
this process involve endocytosis or exocytoss?
Explain.

2. To send asignal, aneuron may carry out exocytosis
of chemical signals that are recognized by a second
neuron. In some cases, the first neuron ends the
signal by taking up the signaling molecules by
endocytosis. Would you expect this to occur by
pinocytosis or by receptor-mediated endocytosis?
Explain your reasoning.

For suggested answers, see Appendix A.
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Figure 7.20

Endocytosis in Animal Cells
PHAGOCYTOSIS

In phagocytosis, a cell CYTOPLASM

engulfs a particle by wrap-
ping pseudopodia around
it and packaging it within
a membrane-enclosed sac
large enough to be classi-
fied as avacuole. The
particle is digested after
the vacuole fuses with a
lysosome containing
hydrolytic enzymes.

\
Food
vacuole

An amoeba engulfing a bacterium via
phagocytosis (TEM),
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Receptor-mediated endocytosis enables the cell to acquire bulk
quantities of specific substances, even though those substances may
not be very concentrated in the extracellular .fluid. Embedded in
the membrane are proteins with specific receptor sites exposed to
the extracellular fluid. The receptor proteins are usually aready
clustered in regions of the membrane called coated pits, which are
lined on their cytoplasmic side by a fuzzy layer of coat proteins.
Extracellular substances (ligands) bind to these receptors. When
binding occurs, the coated pit forms a vesicle containing the
ligand molecules. Notice that there are relatively more bound
molecules (purple) inside the vesicle, but other molecules (green)
are aso present. After this ingested material is liberated from the
vesicle, the receptors are recycled to the plasma membrane by the
same vesicle.
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| Chapter ~J Review

Go to the Campbell Biology website (www.campbellbiology.com) or CD-

ROM to explore Activities, Investigations, and other interactive study aids.

SUMMARY OF KEY ¢

Cellular membranes are fluid mosaics of lipids and
proteins

« Membrane Models: Scientific Inquiry (pp. 125-126) The
Davson-Danielli sandwich model of die membrane has been
replaced by the fluid mosaic model, in which amphipathic
proteins are embedded in the phospholipid bilayer.

*- The Fluidity of Membranes (pp. 126-127) Phospholipids
and, to a lesser extent, proteins move laterally within the mem-
brane. Cholesterol and unsaturated hydrocarbon tails in the
phospholipids afect membrane fluidity.

** Membrane Proteins and Their Functions (pp. 127-129)
Integral proteins are embedded in the lipid bilayer; peripheral
proteins are attached to the surfaces. The functions of mem-
brane proteins include transport, enzymatic activity, signal
transduction, cell-cell recognition, intercellular joining, and
attachment to the cyioskeleton and extracellular matrix.

>> The Role of Membrane Carbohydrates in Cell-Cell
Recognition (p. 129) Short chains of sugars are linked to
proteins and lipids on the exterior side of the plasma mem-
brane, where they can interact with the surface molecules of
other cells.

1 Synthesis and Sidedness of Membranes (p. 129)
Membrane proteins and lipids are synthesized in the ER and
modified in the ER and Golgi apparatus. The inside and outside
faces of the membrane differ in composition.

| T
Membrane structure results in selective permeability

I*- A cel must exchange small molecules and ions with its sur-
roundings, a process controlled by the plasma membrane
(p. 130).

> The Permeability of the Lipid Bilayer (p. 130) Hydro-

phobic substances are soluble in lipid and pass through
membranes rapidly.

e» Transport Proteins (p. 130) Polar molecules and ions gener-
aly require specific transport proteins to help them cross.
Selective Permeability of Membranes

Passive transport is diffusion of a substance across
amembrane with no energy investment

« Diffuson is the spontaneous movement of a substance down its
concentration gradient (pp. 130—131).

« Effects of Osmosis on Water Balance (pp. 131-133)
Water flows across a membrane from the side where solute is
less concentrated (hypotonic) Lo the side where solute is more
concentrated (hypertonic). If the concentrations are equal
(isotonic), no net osmosis occurs. Cell survival depends on

balancing water uptake and loss. Cells lacking walls (as in ani-
mals and some protists) are isotonic with their environments or
have adaptations for osmoregulation. Plants, prokaryotes, fungi,
and some protists have elastic cell walls, so the cells don't burst
in a hypotonic environment.

» Facilitated Diffusion: Passive Transport Aided by
Proteins (pp. 133-134) In facilitated diffusion, a transport
protein speeds the movement of water or a solute across a
membrane down its concentration gradient.

Active transport uses energy to move solutes against
their gradients
The Need for Energy in Active Transport (pp. 134-135)
Specific membrane proteins use energy, usually in the form of
ATP, to do the work of active transport.

Active Transport

Maintenance of Membrane Potential by lon Pumps
(pp. 134—136) lons can have both a concentration (chemical)
gradient and an electrical gradient (voltage). These forces com-
bine in the electrochemical gradient, which determines the

net direction of ionic diffusion. Electrogenic pumps, such as
sodium-potassium pumps and proton pumps, are transport
proteins that contribute to electrochemical gradients.

Cotransport: Coupled Transport by a Membrane
Protein (p. 136) One solute's "downhill" diffusion drives the
others "uphill" transport.

Bulk transport across the plasma membrane occurs

by exocytosis and endocytosis

« Exocytosis (p. 137) In exocytosis, transport vesicles migrate to
the plasma membrane, fuse with it, and release their contents.

« Endocytosis (pp. 137-138) In endocytosis, molecules enter
cells within vesicles pinched inward from the plasma mem-
brane. The three types of endocytosis are phagocytosis, pinocy-
tosis, and receptor-mediated endocytosis.

Exocytosis and Endocytosis

TESTING YOUR KNOWLEDGE

Evolution Connection

Paramecium and other protists that live in hypotonic environments
have cell membrane adaptations that slow osmotic water uptake,
while those living in isotonic environments have more permeable
cell membranes. What water regulation adaptations would you ex-
pect to have evolved in protists living in hypertonic habitats such
as Great Sdt Lake? How about those living in habitats where salt
concentration fluctuates?
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An experiment is designed to study the mechanism of sucrose up-
take by plant ceils. Cells areimmersed in a sucrose
the of solution is monitored with a pH meter. Samples of
the cells are taken at intervals, and the sucrose in the sampled cells
is measured. The measurements show that sucrose
cells correlates with arise in the pH of the surrounding solution.
the pH change is proportional to the starting
concentration of sucrose in the extracellular solution. A metabolic
poison to block of cells to regenerate ATP is
found to inhibit the changes in the extracellular solution. Pro-
pose a hypothesis accounting for these results. Suggest an addi-
tional experiment to test your hypothesis.
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Extensive irrigation in arid regions causes salts to accumulate in
the sail. (The water contains low concentrations of salts, but
when [he water evaporates from the fields, the salts are left be-
hind to concentrate in the soil.) Based on what you have learned
about water balance in plant cells, explain why increasing soil
salinity (saltiness) has an adverse effect on agriculture. Suggest
some ways to minimize this damage. What costs are attached to
your solutions?




An Introduction
to Metabolism

Key Concepts

8.1 An organism's metabolism transforms matter
and energy, subject to the laws of
thermodynamics

8.2 The free-energy change of a reaction tells us
whether the reaction occurs spontaneously

8.3 ATP powers cellular work by coupling
exergonic reactions to endergonic reactions

8.4 Enzymes speed up metabolic reactions by
lowering energy barriers

8.5 Regulation of enzyme activity helps control
metabolism

[Joverview |
The Energy of Life

r T* he living cell is a chemica factory in miniature, where
_g'- housands of reactions occur within a microscopic
Sugars can be converted to amino acids that are

linked together into proteins when needed, and proteins are
dismantled into amino acids that can be converted to sugars
when food is digested. Smal molecules are assembled into
polymers, which may be hydrolyzed later as the needs of the
cdl change. In multicellular organisms, many cells export
chemical productsthat are used in other parts of the organism.
The process known as cellular respiration drives the celular
economy by extracting the energy stored in sugars and other
fuels. Cells apply this energy to perform various types of work,
such as the transport of solutes across the plasma membrane,
which we discussed in Chapter 7. in a more exotic example,
cells of the fungus in Figure 8.1 convert the energy stored in
certain organic moleculesto light, a process called biolumines-
cence. (The glow may attract insects that benefit the fungus by
dispersing its spores.) Bioluminescence and al other metabolic

A Figure 8.1 Bioluminescence by a fungus.

activities carried out by a cdl are precisely coordinated and
controlled, in its complexity its efficiency itsintegration, and its
responsiveness to subtle changes, the cell is peerless asachem-
ical factory. The concepts of metabolism that you learn in this
chapter will help you understand how matter and energy flow
during lifés processes and how that flow is regulated-

All organism's metabolism
transforms matter and energy,
subject to the laws of
thermodynamics

The totality of an organism's chemical reactionsis called met-
abolism (from the Greek metabole, change). Metabolism is an
emergent property of life that arises from interactions between
molecules within the orderly environment of the cell.

Organization of the Chemistry of Life
into Metabolic Pathways

We can picture a cdl's metabolism as an elaborate road map of
the thousands of chemica reactions that occur in a cell,
arranged as intersecting metabolic pathways. A metabolic
pathway beginswith a speciiic molecule, which is then altered
in aseries of defined steps, resulting m acertain product. Each
step of the pathway is catalyzed by a specific enzyme:

R (o (R
3 =

Reaction 2 Reaction 3

Starting
molecule
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Anaogous to the red, yellow, and green stoplights that
control the flow of traffic, mechanisms that regulate enzymes
balance metabolic supply and demand, averting deficits or
surpluses of important

Metabolism as a whole manages the material and energy
resources of the cell. Some metabolic pathway's release energy

breaking down molecules to simpler com-
pounds. These degradative processes are called catabolic
pathways, or breakdown pathways. A major pathway of ca
tabolism is cellular respiration, in whtch the sugar glucose
and organic fuels are broken down in the presence of
oxygen to carbon dioxide and water. (Pathways can have
more than one starting molecule and/or product.) Energy
that was stored in the organic molecules becomes available to
do the work of the cell, such as ciliary beating or membrane
transport. Anabolic pathways, in contrast, consume

build complicated molecules from simpler are
sometimes biosynthetic pathways. An example of an-
abolism synthesis of a protein from amino acids. Cata
bolic and anabolic pathways are the "downhill" and
avenues of the metabolic map. Energy released from the
downhill reactions of catabolism can be stored then used
to drive the uphill reactions of the anabolic pathways.

In this chapter, we focus on the mechanisms common
to metabolic pathways. Because energy is fundamenta to dl
metabolic processes, a basic knowledge of is necessary
to understand how the living cell works. Although we use
some nonliving examples to energy, keep in mind that
the concepts demonstrated by these examples dso apply to
bioenergetics, the study of bow organisms manage their
energy resources.

Forms of Energy
Energy is the capacity to cause change. In everyday en-

ergy isimportant because some forms of energy can be used to
do is, to move matter against opposing forces,
such as gravity and triction. Put another way is the

ability to rearrange a collection of matter. For example, you
expend energy the pages of this book, and your cells
expend energy in transporting certain substances across mem-
branes. Energy various forms, and lite
depends on the ability of cels to transform energy from one
type into another.

Energy can be associated with the relative motion of objects;
this energy is called kinetic energy. Moving objects per-
form work by imparting motion to other matter: A pool player
uses the motion of the cue stick to push the cue ball, which in
turn moves the other balls; water gushing dam
turbines; and the contraction of leg muscles pushes
pedals. Light is aso a type of energy that can be harnessed to
perform work, such as powering photosynthesis in green
plants. Heat, or thermal energy, is kinetic energy associated
with the random movement of atoms

142  UNIT TWO The Cell

An object not presently moving may still possess energy
Energy that is not kinetic is called potential energy; it is en-
ergy that matter possesses because of its location or structure.
Water behind a clam, for instance, stores energy because of its
altitude above sea level. Molecules store energy because of the
arrangement of their atoms. Chemical energy is a term used
by biologists to refer to the potential energy available for re-
lease in a chemical reaction. Recdl that catabolic pathways
release energy by breaking down complex molecules. Biolo-
gists say that these complex molecules, such as glucose, are
highin chemica energy. During a catabolic reaction, atoms are
rearranged and energy is released, resulting in lower-energy
breakdown products. This transformation also occurs, for ex-
ample, in the engine of a car when the hydrocarbons of gaso-
line react explosively with oxygen, releasing the energy that
pushes the pistons and producing exhaust. Although less ex-
plosive, a similar reaction of food molecules with oxygen pro-
vides chemica energy in biological systems, producing carbon
dioxide and water as waste products. It is the structures and
biochemical pathways of cels that enable them to release
chemical energy from food molecules, powering life processes.

How is energy converted from one form to another? Con-
sider the divers in Figure 82. The young man climbing the

Diving converts potential
energy to kinetic energy.

On the platform, a diver
has more potential energy.

In the water, a diver hss
less potential energy.

Climbing up converts kinetic
energy of muscle movement
to potential energy.

A Figure 8.2 Transformations between kinetic and
potential energy.




steps to the diving platform is releasing chemical energy from
the food he ate for lunch and using some of that energy to per-
ferm the work of climbing. The kinetic energy of muscle
movement is thus being transformed into potential energy
owing to his increasing height above the water. The young
n.an diving is converting his potential energy to kinetic en-
ergy, which is then transferred to the water as he entersit. A
small amount of energy is lost as heat due to friction.

Now Iet's go back one step and consider the original source
of the organic food molecules that provided the necessary
chemical energy for the divers to climb the steps. This chemi-
ca energy was itsdlf derived from light energy by plants dur-
ing photosynthesis. Organisms are energy transformers.

The Laws of Energy Transformation

The study of the energy transformations that occur in a col-
lection of matter is caled thermodynamics. Scientists use
the word system to denote the matter under study; they refer to
the rest of the universe—everything outside the system—as the
surroundings. A closed system, such asthat approximated by lig-
uid in athermos bottle, isisolated from its surroundings. In an
open system, energy (and often matter) can be transferred be-
tween the system and its surroundings. Organisms are open
systems. They absorb energy—for instance, light energy or
chemica energy in the form of organic molecules—and release
heat and metabolic waste prodvicts, such as carbon dioxide, to
the surroundings. Two laws of thermodynamics govern energy
transformations in organisms and all other collections of matter.

JTIC First Law of Thermodynamics

According to the first law of thermodynamics, the energy
of the universe is constant. Energy can be tvamjerred and

transformed, but it cannot be created or destroyed. The first law is
also known as the principle oj conservation of energy. The elec-
tric company does not make energy, but merely convertsit to
a form that is convenient to use. By converting sunlight to
chemical energy, a green plant acts as an energy transformer,
not an energy producer.

The cheetah in Figure 8.3a will convert the chemica en-
ergy of the organic molecules in its food to kinetic and other
forms of energy as it carries out biological processes. What
happens to this energy after it has pertormed work? The sec-
ond law helps to answer this question.

The Second Law of Thermodynamics

If energy cannot be destroyed, why can't organisms smply
recycle their energy over and over again? It turns out that
during every energy transfer or transformation, some energy
becomes unusable energy, unavailable to do work. In most
energy transformations, more usable forms of energy are at
least partly converted to heat, which is the energy associated
with the random motion of atoms or molecules. Only a small
fraction of the chemical energy from the food in Figure 8.3a
is transformed into the motion of the cheetah shown in
Figure 8.3b; most is lost as heat, which dissipates rapidly
through the surroundings.

In the process of carrying out chemical reactions that per-
form various kinds of work, living cells unavoidably convert
organized forms of energy to heat. A system can put heat to
work only when there is a temperature difference that re-
sults in the heat flowing from a warmer location to a cooler
one. If temperature is uniform, asit isin aliving cell, then
the only use for heat energy generated during a chemical re-
action is to warm a body of matter, such as the organism.
(This can make a room crowded with people uncomfortably

[a) First law of thermodynamics: Energy can
be transferred or transformed but neither
created nor destroyed. For example, the
chemical (potential) energy in food will be
converted to the kinetic energy of the
cheetah's movement in (b).

of metabolism.

A Figure 8.3 The two laws of thermodynamics.

(b) Second law of thermodynamics: Every energy transfer or transformation increases
the disorder (entropy) of the universe. For example, disorder is added to the cheetah's
surroundings in the form of heat and the small molecules that are the by-products
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warm, as each person is carrying out a multitude of chemical
reactions!)

A logica consequence of the loss of usable energy during
energy transfer or transformation is that each such event
makes the universe more disordered. Scientists use a quantity
called entropy as a measure of disorder, or randomness. The
more randomly arranged a collection of matter is, the greater
its entropy We can now state the second law of thermody-
namicsasfollows: Every energy transfer or transformationin-
creasestheentropy of theuniver se. Although order canincrease
locally, there is an unstoppable trend toward randomization of
the universe as awhole.

In many cases, increased entropy is evident in the physical
disintegration of a system's organized structure. For example,
you can observe increasing entropy in the gradual decay of an
unmaintained building. Much of the increasing entropy of the
universe is less apparent, however, because it appears as in-
creasing amounts of heat and less ordered forms of matter. As
the cheetah in Figure 8.3b converts chemical energy to kinetic
energy, it is aso increasing the disorder of its surroundings by
producing heat and the small molecules that are the break-
down products of food.

The concept of entropy helps us understand why certain
processes occur. It turns out that for a process to occur on its
own, without outside help (an input of energy), it must in-
crease the entropy of the universe, Lets first agree to use the
word spontaneous for a process that can occur without an input
of energy. Note that aswere using it here, theword spontaneous
does not imply that such a process would occur quickly. Some
spontaneous processes may be virtually instantaneous, such as
an explosion, while others may be much dower, such as the
rusting of an old car over time. A process that cannot occur on
itsown is said to be nonspontaneous; it will happen only if en-
ergy is added to the system. We know from experience that
certain events occur spontaneously and others do not. For
instance, we know that water flows downhill spontaneously,
but moves uphill only with an input of energy, for instance
when a machine pumps the water against gravity. In fact, an-
other way to statethe second law is: For aprocessto occur spon-
taneously, it must increase the entropy of the universe.

Biological Order and Disorder

Living systems increase the entropy of their surroundings, as
predicted by thermodynamic law. It is true that cells create or-
dered structures from less organized starting materials. For
example, amino acids are ordered into the specific sequences
of polypeptide chains. At the organisma level, Figure 84
shows the extremely symmetrical anatomy of a plants root,
formed by biological processes from simpler starting materi-
as. However, an organism aso takes in organized forms of
matter and energy from the surroundings and replaces them
with less ordered forms. For example, an animal obtains starch,
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A Figure 8.4 Order as a characteristic of life. Order is evident
in the detailed anatomy of this root tissue from a buttercup plant (LM
cross section). As open systems, organisms can increase their order as
long as the order of their surroundings decreases.

proteins, and other complex molecules from the food it eats.
As catabolic pathways break these molecules down, the ani-
mal releases carbon dioxide and water—small molecules that
store less chemical energy than the food did. The depletion of
chemical energy is accounted for by heat generated during
metabolism. On alarger scale, energy flows into an ecosystem
in the form of light and leaves in the form of heat.

During the early history of life, complex organisms
evolved from simpler ancestors. For example, we can trace
the ancestry of the plant kingdom to much simpler organisms
called green algae. However, this increase in organization
over time in no way violates the second lav. The entropy of A
particular system, such as an organism, may actualy de-
crease, so long as the total entropy of the universe—the sys-
tem plus its surroundings—increases. Thus, organisms arc
islands of low entropy in an increasingly random universe.
The evolution of biological order is perfectly consistent with
the laws of thermodynamics.

Concept Check

1. How does the second law of thermodynamics
help explain the diffusion of a substance across a
membrane?

2. What is the relationship between energy and work?

3. Describe the forms of energy found in an apple asiit
grows on atree, then fals and is digested by some-
one who eats it.

For suggested answers, see Appendix A.




| Concept

1 he free-energy change of a
reaction tells us whether the
reaction occurs spontaneously

Tit laws of thermodynamics that we've just discussed apply
tc the universe as awhole. As biologists, we want to under-
stand the chemica reactions of life—for example, to know
which reactions occur spontaneously and which ones require
some input of energy from outside. But how canwe know this
without assessing the energy and entropy changes in the en-
ti re universe for each separate reaction?

Tree-Energy Change, AG

Recdl that the universe is redly equivalent to "the system"
plus "the surroundings.” In 1878, J. Willard Gibbs, a profes-
sor at Yde defined avery useful function called the Gibbs free
energy of a system (without considering its surroundings),
symbolized by theletter G. Well refer to the Gibbs free energy
simply as free energy. Free energy measures the portion of a
system's energy that can perform work when temperature and
pressure are uniform throughout the system, asin aliving cell.
Let's consider how we determine the free energy change that
occurswhen a system changes—for example, during a chem-
ical reaction.

The change in free energy, AG, can be calculated for any
specific chemical reaction with the following formula:

AG = AH - TAS

This formula uses only properties of the system (the reaction)
itsdf; AH symbolizes the change in the system's enthalpy (in
biological systems, equivalent to total energy); AS is the
change in the system's entropy; and T is the absolute temper-
ature in Kelvin (K) units (K = °C + 273; see Appendix B).

Once we know the value of AG for a process, we can use it
to predict whether the process will be spontaneous (that is,
whether it will run without an outside input of energy). A
century of experiments has shown that only processes with a
negative AG are spontaneous. For a process to occur sponta-
neoudy, therefore, the system must either give up enthalpy (H
must decrease), give up order (TS must increase), or both:
When the changes in H and TS are tallied, AG must have a
negative value (AG < 0). This means that every spontaneous
process decreases the system's free energy. Processes that have
a positive or zero AG are never spontaneous.

This information is immensely interesting to biologists, for
it gives us the power to predict which kinds of change can hap-
penwithout help. Such spontaneous changes can be harnessed
to perform work. This principle is very important in the study

of metabolism, where amajor god isto determine which reac-
tions can supply energy to do work in the living cell.

Free Energy, Stability, and Equilibrium

As we saw in the previous section, when a process occurs
spontaneously in a system, we can be sure that AG is negative.
Another way to think of AG is to redize that it represents the
difference between the free energy of the find state and the
free energy of the initia state:

AG = Giiimiaae-Ginitraist(ite

Thus, AG can only be negative when the process involves a
loss of free energy during the change from initial state to find
state. Because it has less free energy, the system inits End state
is less likely to change and is therefore more stable than it
was previously.

We can think of free energy as a measure of a system'sin-
stability—its tendency to change to a more stable state. Un-
stable systems (higher G) tend to change in such a way that
they become more stable (lower G). For example, a diver on
top of aplatform is less stable than when floating in the water,
adrop of concentrated dyeis less stable than when the dye is
spread randomly through the liquid, and a sugar moleculeisless
stable than the smpler molecules into which it can be broken
(Figure 8.5, on the next page). Unless something prevents it,
each of these systems will move toward greater stability: The
diver fdls the solution becomes uniformly colored, and the
sugar molecule is broken down.

Another term for a state of maximum stability is equilib-
rium, which you learned about in Chapter 2 in connection
with chemical reactions. There is an important relationship
between free energy and equilibrium, including chemical
equilibrium. Recall that most chemical reactions are re-
versible and proceed to a point at which the forward and
backward reactions occur at the same rate. The reaction is
then said to be at chemical equilibrium, and [here is no fur-
ther net change in the relative concentration of products and
reactants.

As areaction proceeds toward equilibrium, the free energy
of the mixture of reactants and products decreases. Free en-
ergy increases when a reaction is somehow pushed away
from equilibrium, perhaps by removing some of the products
(and thus changing their concentration relative to that of the
reactants). For asystem at equilibrium, Gisat its lowest pos-
sible value in that system. We can think of the equilibrium
state as an energy valley Any small change from the equilib-
rium position will have a positive AG and will not be sponta-
neous. For this reason, systems never spontaneously move
away from equilibrium. Because a system at equilibrium can-
not spontaneously change, it can do no work. A process is
spontaneous and can perform work only when it is moving
toward equilibrium.
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* More free energy (higher G)
* Less stable
« Greater work capacity
d
in a spontaneous change
* The free energy of the system
decreases (AG < 0)
“+ The system becomes more
stable
* The released free energy can
* be harnessed to do work

&

» Less free energy (lower G)
* More stable
+ Less work capacity

(a) Gravitational motion. Objects

move spontaneously from a

higher altitude to a lower one.

(b) Diffusion. Molecules in a drop (c) Chemical reaction. In a cell, B

sugar molecule is broken down
into simpler molecules.

of dye diffuse until they are
randomly dispersed.

A Figure 85 The relationship of free energy to stability, work capacity, and
spontaneous change. Unstable systems (top diagrams) are rich in free energy, or G. They
have a tendency to change spontaneously to a more stable state (bottom), and it is possible to

harness this "downhill" change to perform work.

Free Energy and Metabolism

We can now apply the free-energy concept more specificaly
to the chemistry of lifé's processes.

Exergonic and Endergonic Reactions
in Metabolism

Based on their free-energy changes, chemical reactions can he
classfied as either exergonic ("energy outward") or ender-
gonic ("energy inward). An exergonic reaction proceeds
with a net release of free energy (Figure 8.6a). Because the
chemical mixture loses free energy (G decreases), AG is nega-
tive for an exergonic reaction. Using AG as a standard for
spontaneity, exergonic reactions are those that occur sponta-
neoudy. (Remember, the word spontaneous does not imply
thai a reaction will occur instantaneously, or even rapidly.)
The magnitude of AG for an exergonic reaction represents the
maximum amount of work the reaction can perform.* The
greater the decrease in free energy, the greater the amount of
work that can be done.

We can use the overall reaction for cellular respiration as an
example:
QH1206 + O, -» 6 CO; + 6 HO
AG = -686 keaimd (-2,870 kj/mal)
* The word maximum qudifies this siaiement, because some of ihe free

energy is released as heat and cannot do work. Therefore, AG represents =
theoretical upper limit of available energy.
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For each mole (180 g) of glucose broken down by respiration
under what are called "standard conditions" (1 M of each re-
actant and product, 25°C, pH 7), 686 kca (2,870 kj) of en-
ergy are made available for work. Because energy must be
conserved, the chemical products of respiration store 686 kca
less free energy per mole than the reaclants. The products are,
in a sense, the spent exhausl of a process that tapped the free
energy stored in the sugar molecules.

An endergonic reaction is one that absorbs tree energy
from its surroundings (Figure 8.6b). Because this kind of
reaction essentially stores free energy in molecules (G in-
creases), AG is positive. Such reactions are nonspontaneous,
and the magnitude of AG is the quantity of energy required
to drive the reaction. If a chemical process is exergonic
(downhill) in one direction, then the reverse process inns:
be endergonic (uphill). A reversible process cannot bt:
downhill in both directions. If AG = -686 kcal/mol for res-
piration, which converts sugar to carbon dioxide and water,
then the reverse process—the conversion of carbon dioxide
and water to sugar—must be strongly endergonic, witi
AG = +686 kcal/mol. Such a reaction would never happer.
by itsdlf.

How, then, do plants make the sugar that al the living
world consumes for energy? They get the required energy—
686 kca to make a mole of sugar—from the environment by
capturing light and converting its energy to chemical energy
Next, in along series of exergonic steps, they gradually spenc!
that chemical energy to assemble sugar molecules.




Reactants

LESSEE= - L

55 Of the reaction

(a) Exergonic reaction: energy released

A Figure 8.6 Free energy changes (AG) in exergonic and
endergonic reactions.

Equilibrium and Metabolism

Reactions in a closed system eventually reach equilibrium, and
can then do no work, as illustrated by the closed hydroelectric
system in Figure 8.7a. The chemical reactions of metabolism
ac reversible, and they, too, equilibrium if they
occurred in the isolation of a test tube. Because systems at
equilibrium are at aminimum of G and can do no work, a cdl
that has reached metabolic equilibrium is dead! The fact that
metabolism as a is never at equilibrium is one oi the
defining features of life.
Like most systems, a cdll in our body
The congtant flow of materias in and out of the call keeps the
metabolic pathways from ever reaching equilibrium, and the
work throughout itslife. Thisprincipleisil-
lustrated by the open hydroelectric system
this smple single-step system,
a catabolic pathway in a cell releases free energy in a series of
reactions. An example is cellular respiration, illustrated by
the reversible reactions of res-
piration are constantly "pulled” in one direction—that is,
are kept out of equilibrium. The key to maintaining this lack of
equilibrium is that the product of one reaction does not accu-
mulate, but instead becomes the next step; findly,
waste products are expelled from the cell. The overall sequence
oL reactions iskept going by the huge free-energy difference be-
tween glucose at the top of the energy "hill" and carbon diox-
ide and water at the "downhill" end. Aslong as our cellshave a
steady supply of glucose or other fuels and oxygen are able
to expel waste products to the surroundings, their metabolic
pathways never reach equilibrium and can continue to do the
work ol life.

We see once again how is to think of organ-
isms as open systems. Sunlight provides a daily source of free
energy for an ecosystem's plants and other photosynthetic or-
ganisms. Animals and other nonphotosynthetic organisms in
an ecosystem must have a source of free energy in the form of

organic products that we have

Products

Reactants s & 4

Progress of 1he reaction —————»

(b) Endergonic reaction: energy required

(a) A closed hydroelectric system. Water flowing downhill turns a
turbine that drives a generator providing electricity to a light bulb,
but only until the system reaches equilibrium.

‘d.&

(b) An open hydroelectric
system. Flowing water
keeps driving the gen-
erator because intake and
outflow of water keep the
system from reaching
equilibrium.

(c) A multistep open hydroelectric system. Cellular respiration
is analogous to this system: Glucose is broken down in a series
of exergonic reactions that power the work of the cell. The
product of each reaction becomes the reactant for the next,
S0 no reaction reaches equilibrium.

A Figure 8.7 Equilibrium and work in closed and open
systems.
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applied the free-energy concept to metabolism, we are ready
to see how a cdll actualy performsthe work of life.

Concept Check I A

1. Cellular respiration uses glucose, which has a high
level of free energy and releases CO, and water,
which have low levels of free energy. Is respiration
spontaneous or not? Is it exergonic or endergonic?
What happens to the energy released from glucose?

2. A key process in metabolism is the transport of H~
ions across a membrane to create a concentration
gradient. In some conditions, H* ions flow back
across the membrane and come to equal concentra
tions on each side. In which conditions can the H*
ions perform work in this system?

For suggestedanswer s, seeAppendixA.

ATP powers cellular work by
coupling exergonic reactions
to endergonic reactions

A cdl does three main kinds of work:

» Mechanical work, such as the beating of cilia (see Chapter 6),
the contraction of muscle cells, and the movement of chro-
mosomes during cellular reproduction

» Transport work, the pumping of substances across mem-
branes against the direction of spontaneous movement (see
Chapter 7)

» Chemical work, the pushing of endergonic reactions, which
would not occur spontaneously, such as the synthesis of
polymers from monomers (the focus ol this chapter, and
Chapters 9 and 10)

A key feature in the way cells manage their energy resources to
do this work is energy coupling, the use of an exergonic
process to drive an endergonic one. ATP is responsible for me-
diating most energy coupling in cells, and in most cases it acts
as the immediate source of energy that powers cellular work.

The Structure and Hydrolysis of ATP

ATP (adenosine triphosphate) was introduced in Chapter 4
when we discussed the phosphate group as a functional
group. Here we will look more closely at the structure of this
molecule. ATP contains the sugar ribose, with the nitrogenous
base adenine and a chain of three phosphate groups bonded
to it (Figure 8.8).
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A Figure 8.8 The structure of adenosine triphosphate (ATP).
In the cell, most hydroxyl groups of phosphates are ionized (—0~).

The bonds between the phosphate groups of ATPs tail can
be broken by hydrolysis. When the termina phosphate bond
is broken, a molecule of inorganic phosphate (abbreviated ©;
throughout this book) leaves the ATP, which becomes adeno-
sine diphosphate, or ADP (Figure 8.9). The reaction is exer-
gonic and under standard conditions releases 7.3 kca of
energy per mole of ATP hydrolyzed:

ATP + H,O*« ADP4 (D,
AG = —73 kcd/mal (-30.5 kj/mdl) (standard condiitions)*

The free-energy change for many different reactions has been
measured in the laboratory under standard conditions. If the AG
of an endergonic reaction is less than the amount of energy re-
leased by ATP hydrolysis, then the two reactions can be coupled
so that, overal, the coupled reectionsare exergonic (Figure 8.10).

Because their hydrolysis releases energy, the phosphate bonds
oi ATP are sometimes referred to as high-energy phosphate

Inorganic phosphate  Adenosine diphosphate (ADP)

A Figure 8.9 The hydrolysis of ATP. The hydrolysis of ATP yields
inorganic phosphate (©,) and ADP.

* In the cell, Lhe conditions do not corlurm 1o stanl
large part to reactant and product coiiciztraii
example, when ATP hydrolysis occurs i i
AG isabout -13 kcal/mol, 78% grea. (han the
hydrolysis under standard conditions

11 conditions, owing in
differ from 1 M. For
:onditions, the actual
rgy released by ATP




bends, but the is misleading. The phosphate bonds of ATP Endergonic reaction: AG is positive, reaction

arc not unusualy strong bonds, as "high-energy" may imply; is not spontaneous

raher, the molecule itsdf has energy in relation to that @

the products (ADP and The of energy during -

hydrolysis of comes from the chemical change to a state of w > 4 AG = +3.4kcal/mol
lower free energy, not bonds themsdves. Ao Glutamine

ATP is usful to the because the energy it releases on
a phosphate group is somewhat greater than the
energy most deliver. But why does this Exergonic reaction: AG is negative, reaction
hydrolysis release so much energy? If reexamine the ATP £ sponianeaus

molecule in Figure 8.8, we can see that al three phosphate
groups are negatively charged. These charges are crowded
together, and their mutual repulsion contributes to the inda
of this region of the ATP molecule. The triphosphate tail

o\ ATPis the chemical equivalent of a compressed spring.

Coupled reactions: Overall AG is negative;
Togetner, reactions are spontaneous AG =-3.9 kcal/mo!

A Figure 8.10 Energy coupling using ATP hydrolysis. In this
example, the exergonic process of ATP hydrolysis is used to drive an

How ATP Performs Work endergonic process—the synthesis of the amino acid glutamine from
glutamic acid and ammonia.

When ATP is hydrolyzed in a test tube,
the release of free energy merely heats
the surrounding water. In an organism, [ ; - ] =)
this same generation of heat can some- .
times be beneficial. For instance, the ety ‘I‘
A,

A —

process of shivering uses hydrolysis |
during muscle contraction to generate ‘

heat and warm the In most casesin
the cell, however, the generation of heat
adone would be an inefficient (and po-
tentially dangerous) use of a valuable en-

|
|
|
| Motor protein Protein moved ‘
(a) Mechanical work: ATP phosphorylates motor proteins

ergy resource. Membrane x: — |
Instead, with the help of specific en- 3
zymes, the to couple the energy —

hydrolysis directly to endergonic
processes by transferring a phosphate
group from ATP to some other molecule, | _S.olze"'r == S
such as the reactant. The recipient of the [ 3 !;
phosphate group is then sad to be ‘ (b) Transport work: ATP phosphorylates transport proteins |
phosphorylated. The key to coupling |
exergonic and endergonic reactionsisthe — 1 | — .
formation of this phosphorylated inter-

.

mediate, which is more reactive (less sta- | - R
ble) than the origina unphosphorylated B
molecule.

The .three types of cellular_ work— Reactants; Glutamic acid Product (glutamine)
mechanical, transport, and chemical—are and ammonia made
nearly aways powered by the hydrolysis (c) Chemicai work: ATP phosphorylates key reactants

of ATP (Figure 8.11). In each case, aphos-

ihaLe group is transferred from ATP to " Figure8.11 How ATP drives cellular work -Phosphate group transfer is the mechanism
" responsible tor most types ot cellular work. For example, (a) ATP drives mechanical work by phos-

some other molecule, and this phospho- phorylating motor proteins, such as the ones that move organelles along cytoskeletal “tracks" in

'ylated molecule undergoes a change the cell. ATP also (b) drives active by phosphorylating certain membrane proteins. And
lhat performs work An example is the TP ndriveschemicalworkbv hhhenhanlating key reactants, in this case glutamic acid that is
& i Y} < then converted to phosphorylated molecules lose the phosphate groups as work

i
synthesis ot the ammo acid glutamine performed, leaving ADP and inorganic phosphate (<©) as products. Cellular respiration replenishes
from glutamic acid (another amino acid) the ATP supply by powering the phosphorylation of ADP, as we will see in the next chapter.
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glutamic acid (Glu), making it a less stable phosphorylated
intermediate. Second, anmonia displaces the phosphate group,
ovedl processis

spontaneously (see Figure 8.10).

The Regeneration of ATP

uses ATP continuoudly, but ATP is a re-
newable resource can be regenerated by the addition
phosphate (Figure 8.12). The free energy required to
phosphorylate ADP comes from exergonic breakdown reac-
tions (cataboiism) in the of inorganic phos-
phate and energy is caled the ATP cycle, couples the
cell's energy-yielding (exergonic) processes to the energy-
consuming (endergonic) ones. The ATP cycle moves at an as-
tonishing pace. a working muscle cell recycles
pool of ATP than aminute. That turnover rep-
resents 10 million molecules of ATP consumed and regener-
ated per second per cell. could not by
the phosphorylation of ADP, humans would use up nearly
theit
Because both directions
downhill, the regeneration of

process cannot go
ADP and

ADP + (B), -> ATP + HO
AG = (+30.5 kj/moal) (standard conditions)

Because ATP formation from ADP and (P)i is not spontaneous,
free energy must (exer-
gonic) especidly cellular respiration, provide the
energy for the endergonic process of making ATP Plants also
use light energy to produce ATP

Thus, [he ATP cydle is a turnstile through which energy
passes during its transfer from catabolic to anabolic
In fact, the chemica potential energy temporarily stored in
ATP drives most cellular work.

ATP hydrolysis to
ADP + (E) yields energy
= = -

ATP synthesis from
ADP + ®, requires energy

%

-

Energy for cellllzrwork
tendergonic; enargy-
CHTISUNG procasses)

ADP +(F)

A Figure 8.12 The ATP cycle. Energy released by breakdown
reactions (cataboiism) in the cell is used to phosphorylate ADP,
regenerating ATP. Energy stored in ATP drives most cellular work.
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Concent Check &.3

1. In most cases, how does ATP transfer energy from
exergonic to endergonic processes in the cell?

2. Which of the following groups has more free energy;
glutamic acid + ammonia + ATP, or glutamine +
ADP + (£)i? Fxplain your answer.

For suggested answers, see Appendix A.

Enzymes speed up metabolic
reactions by lowering energy
barriers

The laws of thermodynamics tell us what will and will not
happen under given conditions but say nothing about the rate
of these processes. A spontaneous chemical reaction occurs
without any requirement for outside energy, but it may occur
s0 dowly that it is imperceptible. Tor example, even though
the hydrolysis of sucrose (table sugar) to glucose and fructose
is exergonic, occurring spontaneously with a release of free
energy (AG = — 7 kcal/mal), a solution of sucrose dissolved in
sterile water will sit for years a room temperature with no ap-
preciable hydrolysis. However, if we add a smal amount of a
catalyst, such as the enzyme sucrase, to the solution, then all
the sucrose may be hydrolyzed within seconds (Figure 813;.
How does an enzyme do this?

A catalyst is a chemica agent that speeds up a reaction
without being consumed by the reaction; an enzyme is a cat-
aytic protein- (Another class of biological catalysts, made of
RNA and called ribozymes, is discussed in Chapters 17 and
26.) In the absence of regulation by enzymes, chemical traffic
through the pathways of metabolism would become hope-
lessly congested because many chemical reactions would take
such along time. In the next two sections, we will see wha:
impedes a spontaneous reaction from occurring faster and
how an enzyme changes the situation.

The Activation Energy Barrier

Every chemical reaction between molecules involves bod
bond breaking and bond forming. For example, the hydroly-
sis of sucrose involves breaking the bond between glucose and
fructose and one of the bonds of a water molecule, and ther
forming two new bonds, as shown in Figure 8.13. Changing
one molecule into another generaly involves contorting the
starting molecule into a highly unstable state before the reac-
tion can proceed. This contortion can be compared to a metal




CH,OH CH.OH

i a. | i :

L - L] | o L 2 I
H Sl e Sucrase
oH W e S H HB A + @

23 CH.OH
[ |
H OH OH H
Sucrose
Ci12H220,,

H OH O H
Glucose Fructose
CgH 0% Gatlials

A Figure 8.13 Example of an enzyme-catalyzed reaction: hydrolysis of sucrose by sucrase.

key ring when you bend it and pry it open to add a new key
The key ring is highly unstable in its opened form but returns
to a stable state once the key is threaded dl the way onto the
ring. To reach the contorted state where bonds can change,
reactant molecules must absorb energy from their surround-
ings. When the new bonds of the product molecules form,
energy is released as heat, and the molecules return to stable
shapes with lower energy.

Theinitial investment of energy for starting areaction—the
energy required to contort the reactant molecules so the
bonds can change—is known as the free energy of activa-
tion, or activation energy, abbreviated E, in this book. We
can think of activation energy as the amount of energy needed
to push the reactants over an energy barrier, or hill, so that the
"downhill* part of the reaction can begin. Figure 8.14 graphs
the energy changes for a hypothetical exergonic reaction that
swaps portions of two reactant molecules:

AB+CD-»AC+BD

The energizing, or activation, of the reactants is represented
by the uphill portion of the graph, with the free-energy con-
tent of the reactant molecules increasing. At the summit, the
reactants are in an unstable condition known as the transition
state: They are activated, and the breaking and making of
bonds can occur. The bond-forming phase of the reaction cor-
responds to the downhill part of the curve, which shows the
loss of free energy by the molecules.

Activation energy is often supplied in the form of heat
that the reactant molecules absorb from the surroundings.
The bonds of the reactants break only when the molecules
have absorbed enough energy to become unstable and are
therefore more reactive (in the transition state at the peak of
the curve in Figure 8.14). The absorption of thermal energy
increases the speed of the reactant molecules, so they collide
more often and more forcefully. Also, thermal agitation of the
aoms in the molecules makes the bonds more likely to
bresk. As the molecules settle into their new more stable
bonding arrangements, energy is released to the surround-
ings- If the reaction is exergonic, Ex will be repaid with div-
idends, as the formation of new bonds releases more energy
than was invested in the breaking of old bonds.

Bonds break and new
bonds form, releasing
energy to the
surroundings

The reactants AB and CD must absorb
enough energy from the surroundings
to reach the unstable transition state,
where bonds can break.

Free Bnertpy ——m

Reactants

Products

Progress of the reaction —

« Figure 8.14 Energy profile of an exergonic reaction.
The "molecules” are hypothetical, with A, B, C, and D representing
portions of the molecules. Thermodynamically, this is an exergonic
reaction, with a negative AG, and the reaction occurs spontaneously.
However, the activation energy (Ea) provides a barrier that determines
the rate of the reaction.

The reaction shown in Figure 8.14 is exergonic and occurs
spontaneously However, the activation energy provides a bar-
rier that determines the rate of the reaction. The reactants
must absorb enough energy to reach the top of the activation
energy barrier before the reaction can occur. For some reac-
tions, En is modest enough that even a room temperature
there is sufficient thermal energy for many of the reactants to
reach the transition state in a short time. In most cases, how-
ever, Ea is so high and the transition state is reached so rarely
that the reaction will hardly proceed at dl. In these cases, the
reaction will occur at a noticeable rate only if the reactants are
heated. The spark plugs in an automobile engine energize the
gasoline-oxygen mixture so that the molecules reach the tran-
sition state and react; only then can there be the explosive
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release of energy that pushes the pistons. Without a spark, a
mixture of gasoline hydrocarbons and oxygen will not react
because the EA barrier is too high.

How Enzymes Lower the E, Barrier

Proteins, DNA, and other complex molecules of the cel are
rich in free energy and have the potential to decompose spon-
taneoudly; that is, the laws of thermodynamics favor their
breakdown. These molecules persist only because at tempera-
tures typical for cells, few molecules can make it over the
hump of activation energy. However, the barriers for selected
reactions must occasiondly be surmounted for cels to carry
out the processes necessary for life. Heat speeds a reaction by
alowing reactants to attain the transition state more often, but
this solution would be inappropriate for biologica systems.
First, high temperature denatures proteins and kills cells. Sec-
ond, heat would speed up all reactions, not just those that are
necessary. Organisms therefore use an aternative: catalysis.
An enzyme catalyzes a reaction by lowering the E barrier
(Figure 8.15), enabling the reactant molecules to absorb
enough energy to reach the transition state even at moderate
temperatures. An enzyme cannot change the AC for a reac-
tion; it cannot make an endergonic reaction exergonic. En-
zymes can only hasten reactions that would occur eventually
anyway, but this function makes it possible for the cell to have
a dynamic metabolism, routing chemical traffic smoothly
through the cedll. And because enzymes are very sdective in
the reactions they catalyze, they determine which chemical
processes will be going on in the cell at any particular time.

Substrate Specificity of Enzymes

The reactanL an enzyme acts on is referred to as the enzyme's
substrate. The enzyme binds to its substrate (or substrates,
when there are two or more reactants), forming an enzyme-

f Ea with
| enzyme
¥ is lower

Reactanis

AG Is unaffectad
by enzyme

Free energy —

Products

Progress of the resction —

A Figure 8.15 The effect of enzymes on reaction rate.
Without affecting the free-energy change (AG) for a reaction, an
enzyme speeds the reaction by reducing its activation energy (Ex).
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substrate complex. While enzyme and substrate are joined,
the catalytic action of the enzyme converts the substrate to tle
product (or products) of the reaction. The overdl process cm

be summarized as follows:

Enzyme-
Enzyme + = ST e Enzyme +
Subsrrate(s) Product(s)
complex

For example, the enzyme sucrase (most enzyme names end in
-ase) catayzes the hydrolysis of the disaccharide sucrose into is
two monosaccharides, glucose and fructose (see Figure 8.13):

Sucrase + Sucrase- Sucrase +
Sucrose + V—  sucrose-F"G +—— Glucose +
H,0 complex Fructose

The reaction catalyzed by each enzyme is very specific; an en-
Zyme can recognize its specific substrate even among closely
related compounds, such asisomers. For instance, sucrase will
act only on sucrose and will not bind to other disaccharidt s,
such as maltose. What accounts for this molecular recognition?
Recdl that enzymes are proteins, and proteins are macromole-
cules with unique three-dimensional conformations. The
specificity of an enzyme results from its shape, which is a con-
sequence of its amino acid sequence.

Only a restricted region of the enzyme molecule actually
binds to the substrate. This region, caled the active site, istyp-
icdly a pocket or groove on the surface of the protein (Figure
8.16a). Usudly, the active site is formed by only a few of the en-
zymes amino acids, with the rest of the protein molecule pro-
viding a framework that determines the configuration of the
active site. The specificity of an enzyme is attributed to a com-
patible fit between the shape of its active sSite and the shape of the
substrate. The active site, however, isnot a rigid receptacle for
the substrate. As the substrate enters the active site, interactions
between its chemica groups and those on the amino acids of the
protein cause the enzyme to change its shape dightly so that the
active site fits even more snugly around the substrate (Figure
8.16b). This induced fit is like a clasping handshake. Induced
fit brings chemical groups of the active Site into positions that
enhance ther ability to catdyze the chemica reaction.

Catalysis in the Enzyme's Active Site

In an enzymatic reaction, the substrate binds to the active ste
(Figure 8.17). In most cases, the substrate is held in the active
site by wesk interactions, such as hydrogen bonds and ionic
bonds. Side chains (R groups) of a few of the amino acids that
make up the active site catalyze the conversion of substrate to
product, and the product departs from the active site. The en-
zyme isthen free to take another substrate molecule into its ac-
tive ste. The entire cycle happens so fag that a Sngle enzyme
molecule typicaly acts on about a thousand substrate molecules
per second. Some enzymes are much fester. Enzymes, like othtr
catdysts, emerge from the reaction in their origind form. There-




« Figure 8.16 Induced fit between an
enzyme and its substrate, (a) In this Substrate
computer graphic model, the active site of this
enzyme (hexokinase, shown in blue) forms a
gioove on its surface. Its substrate is glucose
(red), (b) When the substrate enters the active
site, it induces a change in the shape of the
protein. This change allows more weak bonds Active site —
to form, causing the active site to embrace the
substrate and hold it in place.

Enzyme-substrate

Enzyme
complex

(b)

« Figure 8.17 The 0 Substrates enter active site; enzyme

active site and changes shape so its active site © Substrates held in
catalytic cycle of an embraces the substrates (induced fit). active site by weak
enzyme. An enzyme can i bl el interactions, such as
convert one or more o hydrogen bonds and
reactant molecules to one ﬁ%é ionic bonds.

or more product molecules.
"he enzyme shown here
converts two substrate
molecules to two product

Q Active site (and R groups of
its amino acids) can lower Ea
and speed up a reaction by

nolecules. -
Enzyme-substrate * acting as a template for
complex substrate orientation,
« stressing the substrates
=2 and stabilizing the
transition state,
« providing a favorable
microenvironment,
« participating directly in the
catalytic reaction.
Enzyme
© -Sub;lrale;‘ are
converted into
products.
lore, very smal amounts of enzyme can have a huge metabolic Enzymes use a variety of mechanisms that lower activation
impact by functioning over and over again in catalytic cycles. energy and speed up a reaction (see Figure 8.17, step ©).
Most metabolic reactions are reversible, and an enzyme can Firgt, in reactions involving two or more reactants, the active
catalyze both the forward and the reverse reactions. Which re- Site provides a template for the substrates to come together in
action prevails depends mainly on the relative concentrations the proper orientation for a reaction to occur between them.
of reactants and products. The enzyme adways catalyzes the Second, as the active ste of an enzyme clutches the bound
reaction in the direction of equilibrium. substrates, the enzyme mav stretch the subd rate molecules
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toward their transition-state conformation, stressing and
bending critical chemical bonds that must be broken during
the reaction. Because E* is proportional to the difficulty of
breaking the bonds, distorting the substrate makes it ap-
proach the transition state and thus reduces the amount of
free energy that must be absorbed to achieve a transition state.

Third, the active site may also provide a microenvironment
that is more conducive to a particular type of reaction than the
solution itsdf would be without the enzyme. For example, if
the active site has amino acids with acidic side chains
(R groups), the active site may be a pocket of low pH in an
otherwise neutral cell. In such cases, an acidic amino acid may
fadilitate H* tranfer to the substrate as a key step in catalyzing
the reaction.

A fourth mechanism of catalysisis the direct participation of
the active site in the chemical reaction. Sometimes this process
even involves brief covaent bonding between the substrate and
a sde chain of an amino acid of the enzyme. Subsequent steps
oi the reaction restore the side chains to their original dates, so
the active site is the same &fter the reaction as it was before.

The rate a which a particular amount of enzyme converts
substrate to product is partly a function of the initial concen-
tration of the substrate: The more substrate molecules are
available, the more frequently they access the active sites of
the enzyme molecules. However, there is a limit to how fast
the reaction can be pushed by adding more substrate to a
fixed concentration of enzyme. At some point, the concentra-
tion of substrate will be high enough that dl enzyme mole-
cules have their active sites engaged. As soon as the product
exits an active site, another substrate molecule enters. At this
substrate concentration, the enzyme is sad to be saturated,
and the rate of the reaction is determined by the speed a
which the active site can convert substrate to product. When
an enzyme population is saturated, the only way to increase
the rate of product formation is to add more enzyme. Cels
sometimes do this by making more enzyme molecules.

Effects of Local Conditions
on Enzyme Activity

The activity of an enzyme—how efficiently the enzyme func-
tions—is afected by general environmental factors, such as
temperature and pH. It can aso be afected by chemicals that
specificaly influence that enzyme.

Effects of Temperature and pH

Recdll from Chapter 5 that the three-dimensional structures of
proteins are sensitive to their environment. As a consequence,
each enzyme works better under some conditions than under
others, because these optimal conditions favor the most active
conformation for the enzyme molecule.

Temperature and pH are environmental factors important
in the activity of an enzyme. Up to a point, the rale of an
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increases with increasing temperature,
partly because substrates collide sites more fre-
quently when the molecules move rapidly. Above that temper-
ature, however, the speed of enzymatic reaction drops
sharply The thermal agitation of the enzyme disrupt
the hydrogen bonds, ionic bonds, and other wesk interactions
stabilize the active conformation, and the protein molecule
eventualy denatures. Each enzyme has an optimal tempera-
ture at which its reaction rate Without denaturing
the enzyme, this temperature allows the greatest number of
molecular collisions and the fastest conversion reactants
product molecules. Most have optimal
temperatures of about 35-40°C (close to human body
Bacteria that live in hot springs contain enzymes witi
optimal temperatures of 70°C or higher (Figure 8.18a).

as each enzyme has an optimal temperature, it dso has
a pH pH vaues
most enzymes fdl in the range of pH 6-8, but there are ex-
ceptions. For example, digestive enzymein the stom-
ach, worksbest at pH 2. Such an acidic environment denature;
most enzymes, but the active conformation of pepsin is adapted
to maintain its three-dimensiona structure in the
acidic environment of the stomach. In contrast, trypsin, a di-
gestive enzyme residing in the akaline environment of
intestine, has an optimal pH of 8 and would be denatured in
the stomach (Figure 8.18b).

Optimal temperature for Optimal temperature for

typical human enzyme enzyme of thermophilic
- (heat-tolerant)
bacteria
a 20R0== 40 0 o o

: Temperature'®O —e—+e
{a) Optimal temperature for two enzymes

' Optimal pH for pepsin
(stomach enzyme)
|

Rate of reaction —=

2 N3t A% Hom
pH
(b) Optimal pH for two enzymes

e et
-

A Figure 8.18 Environmental factors affecting enzyme
activity. Each enzyme has an optimal (a) temperature and (b) pH

that Tavar the most active conformation of the protein melecule




Cofactors

Many enzymes require nonprotein helpers for cataytic activ-
ity These adjuncts, caled cofactors, may be bound tightly to
the enzyme as permanent residents, or they may bind loosely
ar d reversibly dong with the substrate. The cofactors of some
enzymes are inorganic, such as the metal atomszinc, iron, and
copper in ionic form. If the cofactor is an organic molecule, it
is more specificaly called a coenzyme. Mog vitamins are
coenzym.es or raw materials from which coenzymes are made.
Cofactors function in various ways, but in al cases where they
are used, they perform a crucial function in catalysis. Youll
encounter examples of cofactors later in the book.

Enzyme Inhibitors

Certain chemicals sdlectively inhibit the action of specific en-
zvmes, and we have learned a lot about enzyme function by
studying the effects of these molecules. If the inhibitor at-
taches to the enzyme by covalent bonds, inhibition is usualy
irreversible.

Many enzyme inhibitors, however, bind to the enzyme by
weak bonds, in which case inhibition is reversible. Some re-
versible inhibitors resemble the normal substrate molecule
and compete for admission into the active site (Figure 8.19a
and b). These mimics, called competitive inhibitors, reduce
the productivity of enzymes by blocking substrates from en-
tering active sites. Thiskind of inhibition can be overcome by
ncreasing the concentration of substrate so that as active sites
become available, more substrate molecules than inhibitor
molecules are around to gain entry to the sites.

In contrast, noncompetitive inhibitors do not directly
compete with the substrate to bind to the enzyme at the active
ste (Figure 8.19c). Instead, they impede enzymatic reactions
by binding to another part of the enzyme. This interaction
causes the enzyme molecule to change its shape, rendering
the active Site |less effective at catalyzing the conversion of sub-
strate to product.

Toxins and poisons are often irreversible enzyme inhibitors.
An example is sarin, a nerve ges that caused the death of sev-
erd people and injury to many others when it was released by
lerrorists in the Tokyo subway in 1995- This smal molecule
binds covalently to the R group on the amino acid serine,
which is found in the active site of acetylcholinesterase, an en-
zymeimportant inthe nervous system. Other examplesinclude
the pesticides DDT and parathion, inhibitors of key enzymesin
the nervous sysem- Findly, many antibiotics are inhibitors of
specific enzymesin bacteria. For instance, penicillin blocks the
active Ste of an enzyme that many bacteria use to make their
cell walls.

Citing enzyme inhibitors that are metabolic poisons may
give the impression that enzyme inhibition is generally abnor-
mal and harmful. In fact, molecules naturally present in the
cdll often regulate enzyme activity by acting as inhibitors.

_+Substrate

A substrate can

bind normally to the —
active site of an
enzyme

(a) Normal binding

A competitive
inhibitor mimics the |
substrate, competing | ===
for the active site.

(b) Competitive inhibition

A noncompetitive
inhibitor binds to the
enzyme away from
the active site, altering

the conformation of |
the enzyme so that its
active site no longer
functions.

Noncompetitive inhibitor
(c) Noncompetitive inhibition

A Figure 8.19 Inhibition of enzyme activity.

Such regulation—selective inhibition—is essential to the con-
trol of cellular metabolism, as we discuss next-

Concept Check

1. Many spontaneous reactions occur very dowly. Why
don't dl spontaneous reactions occur instantly?

2. Describe why enzymes act only on very specific sub-
strates.

3. Malonate is a competitive inhibitor of the enzyme
succinate dehydrogenase. Describe how malonate
would prevent the enzyme from acting on its normal
substrate succinate.

For suggested answers, see Appendix A.
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Regulation of enzyme activity
helps control metabolism

Chemica chaos would result if dl of a cdl's metabolic pathways
were operating simultaneoudly. Intrinsic to the process of life
is a cdl's ability to tightly regulate its metabolic pathways by
controlling when and where its various enzymes are active. It
does this either by switching on and dff the genes that encode
specific enzymes (as we will discuss in Unit Three) or, as we
discuss here, by regulating the activity of enzymes once they
are made.

Allosteric Regulation of Enzymes

In many cases, the molecules that naturally regulate enzyme
activity in a cdl behave something like reversible noncompeti-
tive inhibitors (see Figure 8.19c): These regulatory molecules
change an enzyme's shape and the functioning of its active site
by binding to a site elsewhere on the molecule, via noncova-
lent bonds. Allosteric regulation is the term used to describe
any case in which a protein's function at one site is afected by
the binding of a regulatory molecule to a separate site. It may
result in either inhibition or stimulation of an enzyme's activity.

Allosteric Activation and Inhibition

Most dlosterically regulated enzymes are constructed from
two or more polypeptide chains, or subunits (Figure 8.20).
Each subunit has its own active site. The entire complex oscil-
lates between two conformational states, one catalyticaly ac-
tive and the other inactive (Figure 8.20a). In the smplest case
of alosteric regulation, an activating or inhibiting regulator}’
molecule binds to a regulatory site (sometimes caled an a-
losteric site), often located where subunitsjoin. The binding
of an activator to a regulatory site stabilizes the conformation
that has functional active sites, whereas the binding oi an
inhibitor stabilizes the inactive form of the enzyme- The sub-
units of an alosteric enzyme fit together in such a way that a
conformational change in one subunit is transmitted to all
others. Through this interaction of subunits, a single activator
or inhibitor molecule that binds to one regulatory site will &-
fect the active sites of dl subunits.

Fluctuating concentrations of regulators can cause a sophis-
ticated pattern of response in the activity of cellular enzymes.
The products of ATP hydrolysis (ADP and ®i), for example,
play amajor role in balancing the flow of traffic between ana-
bolic and catabolic pathways by their effects on key enzymes.
For example, ATP binds to severa catabolic enzymes allosteri-
cdly, lowering their afinity for substrate and thus inhibiting
their activity. ADR however, functions as an activator of the
same enzymes. This is logica because a mgor function of ca
tabolismis to regenerate ATP If ATP production lags behind its
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Allosteric activator

stabilizes active form.
Allosteric enyzme = ST
with four subunits

ACTnator

of four}

Active form Stabilized active form
| A
Sacilation | |
T
o r';’r o
functional  inactive form M srabilized inactive
active form

site
(a) Aliosteric activators and inhibitors. In the cell, activators and

inhibitors dissociate when at low concentrations, The enzyme can
then oscillate again.

Binding of one substrate molecule to
active site of one subunit locks alt
subunits in active conformation.

Stabilized active form

Inactive form

(b) Cooperativity: another type of allosteric activation. Note
that the inactive form shown on the left oscillates back and forth
with the active form when the active form is not stabilized by
substrate.

A Figure 8.20 Allosteric regulation of enzyme activity.

use, ADP accumulates and activates these key enzymes that
speed up catabolism, producing more ATP If the supply of ATP
exceeds demand, then catabolism slows down as ATP mole-
cules accumulate and bind these same enzymes, inhibiting
them. ATP, ADP and other related molecules aso affect key en-
zymes in anabolic pathways. In this way, alosteric enzymes
control the rates of key reactions in metabolic pathways.

In another kind of alosteric activation, a substrate molecule
binding to one active site may stimulate the catalytic powers




of a multi-subunit enzyme by affecting the other active sites
(F gure 8.20b). If an enzyme has two or more subimits, a sub-
state molecule causing induced fit in one can trigger
the same favorable conformationa changein dl the other sub-
units of the enzyme. Caled cooperativity, this mechanism
amplifies the response of enzymes to substrates: One substrate
molecule primes an enzyme o accept additional substrate
irolecules more reedily.

Feedback Inhibition

When ATP alosterically inhibits an enzyme in an ATP-
generating pathway, the result is feedback inhibition, a com-
mon method of metabolic control. In feedback inhibition, a
metabolic pathway is switched df by theinhibitory binding of
its end product to an enzyme that acts early in the pathway.
Figure 821 shows an example of this control mechanism op-
erating on an anabolic pathway. Some cells use this pathway
cf five steps to synthesize the amino acid isoleucine from thre-

amino acid. As it
dows down its by dlosterically inhibiting the
enzyme for the very firs step of the pathway. Feedback inhi-

o<y initial substrate
Gl (threonine)
Active site ]

/' avaiiabl e | AAThreonine

Y

: —2 fEmyme 1
. —Tr f\i i
Isoieucine deaminase)
used up by

cell

Intermediate A
[}

Feedback = 3
i iti nzyme
| inhibitich _-Active site of .i
enzyme 1 no -
longer binds Intermediate B
threonine; ]
| pathway is 1 Enzyme 3-
switched off ‘1(
= intermediate L
Isoleucine ]
binds to j Enzyme 4
aiiosteric-
site *

Intermediate D
1

t Enzyme 5

\ * '_ _ End product
V ' (isdeucine)

-

A Figure 8.21 Feedback inhibition in isoleucine synthesis.

Mitochondria, A
sites of cellular respiration i

A Figure 8.22 Organelles and structural order in
metabolism. Organelles such as these mitochondria (TEM) contain
enzymes that carry out specific functions, in this case cellular
respiration.

bition thereby prevents the cell from wasting chemical resources
by synthesizing more isoleucine than is necessary.

Specific Localization of Enzymes
Within the Cell

The cdl is not just a bag of chemicals with thousands of dif-
ferent kinds of enzymes and substrates in a random mix.
Structures within the cell help bring order to metabolic path-
ways. In some cases, ateam of enzymes for several steps of a
metabolic pathway is assembled into a multienzyme com-
plex. The arrangement controls and speeds up the sequence
of reactions, as the product from the first enzyme becomes
the substrate for an adjacent enzyme in the complex, and so
on, until the end product is released. Some enzymes and en-
zyme complexes have fixed locations within the cell, and act
as structural components of particular membranes. Others are
m solution within specific membrane-enclosed eukaryotic
organelles, each with its own internal chemica environment.
For example, in eukaryotic cells, the enzymes for cellular res-
piration reside in specific locations within mitochondria.
(Figure 8.22).

In this chapter we have learned that metabolism, the
intersecting set of chemical pathways characteristic of life, isa
choreographed interplay of thousands of different kinds of
cellular molecules. In the next chapter we explore cellular res-
piration, the mgjor catabolic pathway that breaks down organic
molecules, releasing energy for the crucial processes of life.

| Concent Check > |
1. How can an activator and an inhibitor have different
effects on an dlosterically regulated enzyme?
For suggested answers, see Appendix A.
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Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, Investigations, and other interactive study aids.

SUMMARY OF KEY CONCEPTS

An organism's metabolism transforms matter and
energy, subject to the laws of thermodynamics

« Organization of the Chemistry of Life into Metabolic
Pathways (pp. 141-142) Metabolism is the collection of
chemical reactions that occur in an organism. Aided by en-
zZymes, intersecting pathways, which may be catabolic

energy) or anabolic (build-
ing molecules, consuming energy).

Forms of Energy (pp. 142-143) Energy is the capacity to
cause some energy do work by moving matter.

energy is associated with motion.. Potential energy is
stored in the location or structure of matter and includes chemi-
cd energy stored in molecular structure.

.

.

The Laws of Energy Transformation (pp. 143-144) The
first law. conservation of energy, states that energy cannot be cre-
ated or destroyed, only transferred or transformed. The second
law states that spontaneous changes, those requiring no outside
input of energy, increase the (disorder) oi the universe.

The free-energy change of a reaction tells us whether
the reaction occurs spontaneously

Free-Energy Change, AG (p. 145) A living system's free energy
is energy that can do work under cellular conditions. The
change in free energy (AG) during a biological processis related
directly to enthalpy change (AH) and to the change in entropy
(AS): AG = AH - TAS

Free Energy, Stability, and Equilibrium (pp. 145-146)
Organisms live at the expense of free energy. During a sponta-
neous change, free energy decreases and the stability of a system
increases. At maximum stability, the systemis at equilibrium.

Free Energy and Metabolism (pp. 146-148) In an exer-
gonic (spontaneous) chemical reaction, the products have less
free energy than the reactants (—AG). Endergonic (nonsponta-
neous) reactions require an input of energy (+AG). The addi-
tion of starting materials and the removal of end products
prevent metabolism from reaching equilibrium.

ATP powers cellular work by coupling exergonic

reactions to endergonlc reactions

* The Structure and Hydrolysis of ATP (pp. 148-149) ATP
is the cell's energy shuttle. Release of its terminal phosphate
group produces ADP, inorganic phosphate, and free energy

The Sructure of ATP

*« How ATP Performs Work (pp. 149-150) ATP drives ender-

gonic reactions by phosphorylation, the transfer of a phosphate
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group to specific reactants, making them more reactive. In this
way, cells can carry out work, such as movement and anabolism.

* The Regeneration of ATP (p. 150) Catabolic pathways drive
the regeneration of ATP from ADP and phosphate.

[ Concept &4 ]
Enzymes speed up metabolic reactions by lowering
energy barriers

* TheActivation Energy Barrier (pp. 150-152) In a chemi-
cal reaction, the energy necessary to break the bonds of the reac-
tants is the activation energy, Ea.

.

How Enzymes Lower the E5 Barrier (p. 152) Enzymes,
which are proteins, are biological catalysts. They speed up
reactions by lowering the activation energy barrier.

.

Substrate Specificity of Enzymes (p. 152) Each type of en-
zyme has a unique active site that combines specificaly with its
substrate, the reactant molecule on which it acts. The enzyme
changes shape sightly when it binds the substrate (induced fit).

.

Catalysis in the Enzyme's Active Site (pp. 152-154) The
active site can lower an En barrier by orienting substrates cor-
rectly, straining their bonds, providing a favorable microenviron-
ment, and even covalently bonding with the substrate.

Effects of Local Conditions on Enzyme Activity

(pp. 154-155) Each enzyme has an optimal temperature and
pH. Inhibitors reduce enzyme function. A competitive inhibitor
binds to the active site, while a noncompetitive inhibitor binds to
a different site on the enzyme.

Regulation of enzyme activity helps control
metabolism

« Allosteric Regulation of Enzymes (pp. 156-157) May
enzymes are allosterically regulated: They change shape when
regulatory molecules, either activators or inhibitors, bind to spe-
cific regulatory sues, affecting enzymatic function. In feedback
inhibition, the end product of a metabolic pathwa): allosterically
inhibits the enzyme for an earlier step in the pathway

Specific Localization of Enzymes Within the Cell

(p. 157) Some enzymes are grouped into complexes, some are
incorporated into membranes, and others are contained inside
organelles.

TESTING YOUR KNOWLEDG

A recent revival of the anti-evolutionary "argument from design’ holds
that biochemica pathways are too complex to have evolved, because
al intermediate stepsin a given pathway must be present to produce
the final product. Critique this argument. How could you use the ex-
isting diversity of metabolic pathways that produce the same or simi-
lar products to support your case?




Scientific Inquiry
A i esearcher an assay Lo measure Lhe activity of an
enzyme present in being grown in culture.
the to a dish of cells, then measures
reaction products. The results are graphed as the
versus time on thex-axis. The re-
searcher four sections of short period of
time, no products appeared (section A). Then (section reac-
tion rate was line was steep).
some time, slowed down considerably a-
though, products continued to (the line
rapid rate (section D). Draw
to explain events
underlying this interesting
of Enzyme Catalysis Measured?

Science, Technology, and Society

The EPA is evaluating the safety of the most commonly used
organophosphate insecticides (organic compounds containing
phosphate groups). Organophosphates typically interfere with
nerve transmission by inhibiting the enzymes thai degrade the
transmitter molecules diffusing from one neuron to another.
Noxious insects are not unique!)" susceptible; humans and other
vertebrates can be affected aswell. Thus, the use of organophos-
phate pesticides creates some health risks. As a consumer, what
level of risk are you willing to accept in exchange for an abundant
and affordable food supply? What other facts would you like to
know before you defend your opinion?
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Cellular

Respiration
Harvesting Chemical
Energy

Key Concepts

9.1 Catabolic pathways yield energy by oxidizing
organic fuels

9.2 Glycolysis harvests chemical energy by
oxidizing glucose to pyruvale

9.3 The citric acid cycle completes the energy-
yielding oxidation of organic molecules

9.4 During oxidative phosphorylation,
chemiosmosis couples electron transport to
ATP synthesis

9.5 Fermentation enables some cells to produce
ATP without the use of oxygen

9.6 Glycolysis and the citric acid cycle connect
to many other metabolic pathways

Life Is Work

iving cells require transfusions of energy from outside

to perform their many example, as-

sembling polymers, pumping substances across mem-
branes, moving, and reproducing. The giant pandain. Figure
9.1 obtains energy for its cells by eating plants; some animals
feed on other organisms that est plants. The energy stored in
the organic molecules of food ultimately comes from the sun.
flows into an ecosystem as sunlight and leaves as heat
(Figure 9.2). In contrast, the chemical elements essentia to
are recycled. Photosynthesis generates oxygen and or-
ganic molecules used by the mitochondria ol eukaryotes
(including plants and algae) as fue for cellular respiration.
Respiration breaks this fuel down, generating The waste
products of respiration, carbon dioxide and water, are the
rav materials for photosynthesis. In this chapter, we con-
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A Figure 9.1 This giant panda is consuming fuel to power
the work of life.

sider how cells harvest the chemical energy stored in organic
molecules and use it to generate ATP, the molecule that
drives most cellular work. After presenting some basks
about respiration, we will locus on the three key pathways of
respiration: glycolysis, the citric acid cycle, and oxidative
phosphorylation.

i =
- — NS ]
i Photosynthesis V\ 1
[ in chioroplasts *N-J

i Organic _ |
i e, s molecules ]
i | Cellular respiration I~

: R in mitochondria &

: N . 4

powers most cellular work

Heat
energy

A Figure 9.2 Energy flow and chemical recycling in
ecosystems. Energy flows into an ecosystem as sunlight and
ultimately leaves as heat, while the chemical elements essential to life
are recycled.




Catabolic pathways yield energy
by oxidizing organic fuels

In this section, we consider severa processes that are central
to cellular respiration and related pathways.

Catabolic Pathways and Production of ATP

O'ganic compounds store energy in their arrangement of
at]ms. With the help of enzymes, acell systematically degrades
ccmplex organic molecules that are rich in potential energy to
simpler waste products that have less energy. Some of the en-
ergy taken out of chemical storage can be used to do work; the
rest is dissipated as heat. Asyou learned in Chapter 8, metabolic
pathways that release stored energy by breaking down complex
molecules are called catabolic pathways. One catabolic process,
fermentation, is a partial degradation of sugars that occurs
without the use of oxygen. However, the most prevalent and
efficient catabolic pathway is cellular respiration, in which
oxygen is consumed as a reactant along with the organic fuel.
In eukaryotic cells, mitochondria house most of the metabolic
equipment for cellular respiration.

Although very different in mechanism, respirationisin prin-
ciple similar to the combustion of gasoline in an automobile
engine after oxygen is mixed with the fuel (hydrocarbons).
Food provides the fuel for respiration, and the exhaust is car-
bon dioxide and water. The overall process can be summarized
as follows:

Organic
compounds

Carbon
* OR8N —isxicle

+ water + Energy

Although carbohydrates, fats, and proteins can al be
processed and consumed as fuel, it is helpful to leam the steps
of cellular respiration by tracking the degradation of the sugar
glucose (CgH120g), the fud that cells most often use:

QH1,06 4-60,76 O + & H,0 4 Energy (ATP + hes)

Thisbreakdown of glucose is exergonic, having a free-energy
change of -686 kca (—2,870 kj) per mole of glucose decom-
posed (AG = —686 kcal/mol). Recdl that a negative AG indi-
cates that the products of the chemical process store less energy
than the reactants and that the reaction can happen sponta-
neously—in other words, without an input of energy.

Catabolic pathways do not directly move llagella, pump
solutes across membranes, polymerize monomers, or perform
3ther cellular work. Catabolism is linked to work by a chemi-
cd drive shaft—ATP, which you learned about in Chapter 8.
To keep working, the cell must regenerate its supply of ATP
from ADP and (£)i (see Figure 8.11). To understand how cel-
lular respiration accomplishes this, let's examine the funda-
mental chemical processes known as oxidation and reduction.

Redox Reactions. Oxidation and Reduction

Why do the catabolic pathways that decompose glucose and
other organic fuds yield energy? The answer is based on the
transfer of electrons during the chemica reactions. The reloca
tion of electrons releases energy stored in organic molecules,
and this energy ultimately is used to synthesize ATP.

The Principle of Redox

In many chemical reactions, there is a transfer of one or more
electrons (e ) from one reactant to another. These electron
transfers are cdled oxidation-reduction reactions, or redox
reactions for short. In a redox reaction, the loss of electrons
from one substance is caled oxidation, and the addition of
electrons to another substance is known as reduction. (Note
that adding electrons is called reduction; negeatively charged
electrons added to an atom reduce the amount of positive
charge of that atom.) To take asimple, nonbiological example,
consider the reaction between the elements sodium (Na) and
chlorine (Cl) that forms table salt:

| becomes oxidized al
(loses electron)
Na & Cl

> Na® 4 cr
becomesreduced
(gains electron)

We could generdize a redox reaction this way:

-becomes oxidized 3

X+ Y. > X H Y

becomes reduced—

Ln the generalized reaction, substance X, the electron donor, is
caled the reducing agent; it reduces Y, which accepts the do-
nated electron. Substance Y, the electron acceptor, is the
oxidizing agent; it oxidizes X by removing its electron. Because
an electron transfer requires both a donor and an acceptor ox-
idation and reduction always go together.

Not dl redox reactionsinvolve the complete transfer of elec-
trons from one substance to another; some change the degree of
electron sharing in covalent bonds. The reaction between
methane and oxygen, shown in Figure 9.3 on the next page, is
an example. As explained in Chapter 2, the covaent electrons
in methane are shared nearly equally between the bonded
atoms because carbon and hydrogen have about the same &fin-
ity for valence electrons; they are about equally electronegative.
But when methane reacts with oxygen, forming carbon dioxide,
electrons end up farther away from the carbon atom and closer
to their new covaent partners, the oxygen atoms, which are
very eectronegative. In efedt, the carbon atom has partialy
lost" its shared electrons; thus, methane has been oxidized.

Now let's examine the fate of the reactant O,. The two atoms
of the oxygen molecule (O,) share their electrons equally But
when oxygen reacts with the hydrogen from methane, forming
water, the electrons of the covaent bonds are drawn closer to

CHAPTER 9 Cedlular Respiration: Harvesting Chemical Energy 161




Reactants Products

r becomes oxidized——)

¥ 10y —» CO0, + Energy + 2 H0

CK A
H L—_ becomes reduced ™e—T

o
*H-C.J-H O0——0 0O3—{=—%0 H—JO-"H
ol-
H
Methane Oxygen Carbon dioxide Water
(reducing (oxidizing
agent) agent)

* Figure 9.3 Methane combustion as an energy-yielding
redox reaction. The reaction releases energy to the surroundings
because the electrons lose potential energy when they end up closer to
electronegative atoms such as oxygen.

the oxygen (see Figure 9.3). In effect, each oxygen atom has
partially "gained" electrons, and so the oxygen molecule has
been reduced. Because oxygen is so electronegetive, it is one of
the most potent of al oxidizing agents.

Energy must be added to pull an electron away from an
atom, just as energy is required to push a ball uphill. The
more electronegative the atom (the stronger its pull on elec-
trons), the more energy is required to take an electron away
from. it. An electron loses potential energy when it shifts from
aless electronegative atom toward a more electronegative one,
just as a ball loses potential energy when it rolls downhill. A
redox reaction that relocates electrons closer to oxygen, such
as the burning of methane, therefore releases chemical energy
that can be put to work.

Oxidation of Organic Fuel Molecules During
Cellular Respiration

The oxidation of methane by oxygen is the main combustion
reaction thai occurs at the burner of agas stove. The combus-
tion of gasoline in an automobile engineis aso aredox reaction;
the energy released pushes the pistons. But the energy-
yielding redox process of greatest interest here is respiration:
the oxidation of glucose and other molecules in food. Exam-
ine again the summary equation for cellular respiration, but
this time think of it as a redox process:

CsH1206 £ B —6C0; EHO + BEnagy

As m the combustion of methane or gasoline, the fud (glu-
cose) is oxidized and oxygen is reduced. The electrons lose
potential energy along the way, and energy is released.

In general, organic molecules that have an abundance of
hydrogen are excellent fuds because their bonds are a source
of "hilltop" electrons, whose energy may be released as these
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electrons Tdl" down an energy gradient when they are trans-
ferred to oxygen. The summary equation for respiration indi-
cates that hydrogen is transferred from glucose to oxygen. But
the important point, not visible in the summary equation, is
that the status of electrons changes as hydrogen is transferred
to oxygen, liberating energy (AG is negative). By oxidizing
glucose, respiration liberates stored energy from glucose and
makes it available for ATP synthesis.

The main energy foods, carbohydrates and fas, are reser-
vairs of electrons associated with hydrogen. Only the barrier
of activation energy holds back the flood of electrons to a
lower energy state (see Figure 8.14)- Without this barrier, a
food substance like glucose would combine almost instanta-
neously with 0,. When we supply the activation energy by
igniting glucose, it burnsin air, releasing 686 kcal (2,870 kj)
of heat per mole of glucose (about 180 g). Body temperature
is not high enough to initiate burning, of course. Instead, if
you swallow some glucose, enzymes in your cells will lower
the barrier of activation energy, alowing the sugar to be oxi-
dized in a series of steps.

Stepwise Energy Harvest via NAD® and the
Electron Transport Chain

If energy is released from a fud dl at once, it cannot be har-
nessed efficiently for constructive work. For example, if a
gasoline tank explodes, it cannot drive a car very far. Cellu-
lar respiration does not oxidize glucose in a single explosive
step either. Rather, glucose and other organic fuds are bro-
ken down in a series of steps, each one catalyzed by an en-
zyme. At key steps, electrons are stripped from the glucose.
Asis often the case in oxidation reactions, each electron tra\ -
ds with a proton—thus, as a hydrogen atom. The hydrogen
atoms are not transferred directly to oxygen, but instead are
usually passed first to a coenzyme called NAD™ (nicoti-
namide adenine dinucleotide, a derivative of the vitamin
niacin). As an electron acceptor, NAD™ functions as an oxi-
dizing agent during respiration.

How does NAD" trap electrons from glucose and other or-
ganic molecules? Enzymes caled dehydrogenases remove a
pair of hydrogen atoms (two electrons and two protons) from,
the substrate (a sugar, for example), thereby oxidizing it. The
enzyme delivers the two electrons along with one proton to its
coenzyme, NAD" (Figure 9.4). The other proton is released
as a hydrogen ion (H") into the surrounding solution:

H-C-OH , NAD* “Siiifime, o, NADH , H*

By receiving two negetively charged electrons but only one pos-
itively charged proton, NAD" hasits charge neutralized when it
is reduced to NADH. The name NADH shows the hydrogen
that has been received in the reaction. NAD" is the most versa-




S C—NH + 2[H)
(from food)

I Nicotinamide
e ¥ oxidized form) j

NAD'

electrons
NAD "

HO & NAD

tile electron acceptor in celular respiralion and functions in
severd of the redox steps during the breakdown of sugar.

Electrons lose very little of their potential energy when they
are transferred from food to NAD . Each NADH molecule
lormed during respiration represents stored energy that can
be tapped to make ATP when the electrons complete their
"fal" down an energy gradient from NADH to oxygen.

How do electrons that are extracted from food and stored by
NADH findly reach oxygen? It will help to compare the redox
chemistry of cellular respiration to a much simpler reaction:
the reaction between hydrogen and oxygen to form water
(Figure 9.53). Mix H, and O,, provide a spark for activation

Hz % 72 0
i :zl 2

** Figure 9.5 An introduction to |
electron transport chains, (a) The
uncontrolled exergonic reaction of hydrogen
with oxygen to form water releases a large
amount of energy in the form of heat and
light; an explosion, (b) In cellular respiration,
the same reaction occurs in stages: An electron {
transport chain breaks the "fall" of electrons in ‘
this reaction into a series of smaller steps and i
stores some of the released energy in a form ES
that can be used to make ATP. (The rest of the
energy is released as heat.)

release of
| heat and light
energy

(a) Uncontrolled reaction

Y  NADH H
Dehydrogenase

Reduction NAD"

— NH, . W
of
N™ Nicatinamide

4 Figure 9.4 NAD" as an electron shuttle. The full name for

adenine dinucleotide, describes its structure; the

molecule consists of two nucleotides joined together at their phosphate
(shown in yellow). (Nicotinamide is a nitrogenous base, although
not one that is present

DNA or RNA.) The enzymatic transfer of two
one proton (H") from an organic molecule in food to
the NAD" to NADH; the second proton (H") is released.

of the electrons removed from food are transferred initially to

energy, and the gases combine explosively The explosion repre-
sents arelease of energy as the eectrons of hydrogen fal closer
to the eectronegative oxygen atoms. Celular respiration dso
brings hydrogen and oxygen together to form water, but there
are two important differences. Firgt, in cdlular respiration, the
hydrogen that reacts with oxygen is derived from organic mole-
cules rather than H,. Second, respiration uses an electron trans-
port chain to break the fdl of electrons to oxygen into severa
energy-releasing steps instead of one explosive reaction
(Figure 9.5b). The transport chain consists of a number of
molecules, mostly proteins, built into the inner membrane of
a mitochondrion. Electrons removed from food are shuttled

(b) Cellular respiration
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by NADH to the "top," higher-energy end of the chain. At the
"bottom," lower-energy end, oxygen captures these electrons
hydrogen nuclei (H"), forming water.

Electrontransfer from NADH to oxygen is an exergonic reac-
tion with a free-energy change of —53 kcal/mol (—222 kj/moal).
Instead of this energy being released and wasted in asingle ex-
plosive step, electrons cascade down the chain from one carrier
molecule to the next, losing a small amount of energy with
each step until they findly reach oxygen, the terminal eectron
acceptor, which has a very great dfinity for electrons. Each
"downhill" carrier is more electronegative than its "uphill”
neighbor, with oxygen a the bottom of the chain. Thus, the
electrons removed from food by NAD" fdl down an energy
gradient in the electron transport chain to a far more stable
location in the electronegative oxygen atom. Put another way,
oxygen pulls electrons down the chain in an energy-yielding
tumble analogous to pulling objects downhill.

In summary during cellular respiration, most electrons
travel the following "downhill" route: food —* NADH —
electron transport chain—> oxygen. Later in this chapter, you
will learn more about how cell uses the energy released
from this exergonic electron fdl to regenerate its supply

ATP

Now that we have covered the basic redox mechanisms of

look at the entire process.

The Stages of Cellular Respiration: A Preview
Respiration is a cumulative function of three metabolic stages:

f. s lor the! chapter)
1. Theeimcacd qdc [color=coned salmanl

3. Dxitlative pl rylnticn: doctn’m trangport and
Ehzm'los-mnsﬁ {color-coded violet)

Technicaly, cellular respiration is defned as including on.y
the processes that require O,: the citric acid cycle and oxida-
tive phosphorylation. We include glycolysis, even though it
doesn't require 0,, because most respiring cells deriving en-
ergy from glucose use this process to produce starting material
for the citric acid cycle.

As diagrammed in Figure 9.6, the first stages of cellular
respiration, glycolysis and the citric acid cycle, are the catabolic
pathways that decompose glucose and other organic fuels.
Glycolysis, which occursin the cytosol, begins the degradation
process by bresking glucose into two molecules of a compound
called pyruvate. The citric acid cycle, which takes place within
the mitochondrial matrix, completes the breakdown of glucose
by oxidizing a derivative of pyruvate to carbon dioxide. Thus,
the carbon dioxide produced by respiration represents frag-
ments of oxidized organic molecules.

Some of the steps of glycolysis and the citric acid cycle
redox reactions in which dehydrogenase enzymes transfer elec-
trons from substrates to NAD®, forming NADH. In the third
stage of respiration, the electron transport chain accepts elec-
trons from the breakdown products of two stages
(most often via NADH) and passes these electrons from one
molecule to another. At the of the chain, the electrons are
combined with molecular oxygen and hydrogen ions (H"),
forming water (see Figure 9.5b). The energy released at each
step of the chain is stored in a form the mitochondrion can use
to make ATP This mode of ATP synthesis is caled oxidative
phosphorylation because it is powered by the redox reactions
of the electron transport chain.

The inner membrane of the mitochondrion is the site of
electron transport and chemiosmosis, the processes that to-
gether constitute oxidative phosphorylation. Oxidative phos-
phorylation accounts for dmost 90% of the ATP generated by

El=ctrons
carried

|

>e Figure 9.6 An overview of cellular | il
respiration. During each glucose
molecule is broken down two molecules of
the compound pyruvate. The pyruvate enters
the mitochondrion, where the citric acid
oxidizes it to carbon dioxide. NADH

FADH, transfer
electrons derived from glucose to electron
transport chains, which are built into the inner
mitochondrial membrane. During oxidative
phosphorylation, electron transport chains
convert the chemical energy to a form used for
ATP synthesis in the process called
chemiosmosis.
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Substrate ¢

A Figure 9.7 Substrate-level phosphorylation. Some ATP is
made by direct enzymatic transfer of a phosphate group from an
organic substrate to ADP.

respiration. A smaller amount of ATP is formed directly in a
few reactions of glycolysis and the citric acid cycle by a mech-
anism called substrate-level phosphorylation (Figure 9.7).
This mode of ATP synthesis occurs when an enzyme transfers
a phosphate group from a substrate molecule to ADP, rather
than adding an inorganic phosphate to ADP as in oxidative
Phosphorylation, "Substrate molecule" here refers to an or-
ganic molecule generated during the catabolism of glucose.

For each molecule of glucose degraded Lo carbon dioxide and
water by respiration, the cell makes up to about 38 molecules of
ATP, each with 7.3 kcal/mol of free energy. Respiration cashesin
the large denomination of energy banked in a single molecule of
glucose (686 kcal/moal) for the smal change of many molecules
of ATP, whichismore practical for the cell to spend on its work.

This preview hasintroduced how glycolysis, the citric acid
cycle, and oxidative phosphorylation fit into the overall
process of cellular respiration. We are now ready to take a
closer look at each of these three stages of respiration.

Concept Check -

1. In the following redox reaction, which compound is
oxidized and which is reduced?

C*HO5j + NAD" -« C4H,C* + NADH + H*
For suggested answers, see Appendix A.

Glycolysis harvests chemical
energy hy oxidizing glucose
to pyruvate

The word glycolysis means "splitting of sugar,” and that is
exactly what happens during this pathway. Glucose, a six-
carbon sugar, is split into two three-carbon sugars. These
smaller sugars are then oxidized and their remaining atoms
rearranged to form two molecules of pyruvate. (Pyruvate is
the ionized form of pyruvic acid.)

Energy investment phase

Glucose —

A
2 ADP + 2 (P)<
e

Energy payoff phase |

4ADP +4®|

2NAD++ 4e+4HY[
—

!
“—=— 2 Pyruvate + 2 H,0

e
Glucose————->¢ 2 Pyruvate + 2 H,0
4 ATP formed - 2 ATP used ———>+ 2 ATP
2 NAD" + 4e-+4H" _ * -2NADH + 2 H"

A Figure 9.8 The energy input and output of glycolysis.

As summarized in Figure 9.8 and described in detail in Fg-
ure 9.9, onthe next two pages, the pathway of glycolyss consists
of ten steps, which can be divided into two phases. During the
energy investment phase, the cdl actualy spends ATP Thisin-
vestment is repaid with dividends during the energy payoff
phase, when ATP is produced by substrate-level phosphoryla-
tion and NAD * is reduced to NADH by electrons released from
the oxidation of the food (glucose in this example). The net en-
ergy yiedd from glycolyss, per glucose molecule, is 2 ATP plus
2 NADH.

Notice in Figure 9.9 that al of the carbon originaly present
in glucose is accounted for in the two molecules of pyruvate; no
CO; is released during glycolysis. Glycolysis occurs whether or
not O, is present. However, if O, is present, the chemica energy
stored in pyruvate and NADH can be extracted by the citric acid
cycle and oxidative phosphorylation., respectively

Concept Check

1. During the redox reaction in glycolysis, which
molecule acts as the oxidizing agent? The reducing
agent?

For suggested answers, see Appendix A.
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V Figure 9.9 A closer look
at glycolysis. The orientation
diagram at the right relates
glycolysis to the whole process
of respiration. Do not let the
chemical detail in the main
diagram block your view of
glycolysis as a source of ATP
and NADH.

ENERGY INVESTMENT PHASE

Q Glucose enters the cell and is phosphorylated by the enzyme
hexokinase, which transfers a phosphate group from ATP to the sugE r.
The charge of the phosphate group traps the sugar in the cell because
the plasma membrane is impermeable to ions. Phosphorylation also
makes glucose more chemically reactive. In this diagram, the transfer
of a phosphate group or pair of electrons from one reactant to
another is indicated by coupled arrows: /1

Glucose-6-phosphate

| Ephesphogilcoisomeraselis __J 0 Glucose-6-phosphate is rearranged to convert it to its isomer,
L phog | fructose-6-phosphate.

CH,0—®
<l -

i © This enzyme transfers a phosphate group from ATP to the sugar,
DRINAME e investing another molecule of ATP in glycolysis. So far, 2 ATP
~ | have been used. With phosphate groups on its opposite
ends, the sugar is now ready to be split in half. This is a key step for
regulation of glycolysis; phosphofructokinase is allosterically regulated
by ATP and its products.

Fructose-
1, 6-bisphosphate | © This is the reaction from which glycolysis gets its name.
o __| The enzyme cleaves the sugar molecule into two different three-
| | o A ST carbon sugars: dihydroxyacetone phosphate and glyceraldehyde-
Aldolase e | 3-phosphate. These two sugars are isomers of each other.

TR T © Isomerase catalyzes the reversible conversion between the
two three-carbon sugars. This reaction never reaches equilibrium

= == / = in the cell because the next enzyme in glycolysis uses only
e — el CH,—0 —(P) glyceraldehyde-3-phosphate as its substrate (and not _
~ dihydroxyacetone phosphate). This pulls the equilibrium in the
| Dihydroxyacetone leiEldchye- direction of glyceraldehyde-3-phosphate, which is removed
phosphate Saplosphate as fast as it forms. Thus, the net result of steps 4 and 5 is cleavage
o of a six-carbon sugar into two molecules of glyceraldehyde-3-phosphate;
L% each will progress through the remaining steps of glycolysis.
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Pyruvate kinase

Pyruvate

ENERGY PAYOFF PHASE

0 This enzyme catalyzes two sequential reactions while it holds
glyceraldehyde-3-phosphate in its active site. First, the sugar is
oxidized by the transfer of electrons and H* to NAD*, forming NADH
(a redox reaction). This reaction is very exergonic, and the enzyme
uses the released energy to attach a phosphate group to the oxidized
substrate, making a product of very high potential energy. The
source of the phosphates is the pool of inorganic phosphate ions that
are always present in the cytosol. Notice that the coefficient 2
precedes all molecules in the energy payoff phase; these steps occur
after glucose is split into two three-carbon sugars (step 4).

0 Glycolysis produces some ATP by substrate-level phosphorylation.
The phosphate group added in the previous step is transferred to AOP
in an exergonic reaction. For each glucose molecule that began
glycolysis, step 7 produces 2 ATP, since every product after the sugar-
splitting step (step 4) is doubled. Recall that 2 ATP were invested to get

{ sugar ready for splitting; this ATP debt has now been repaid. Glucose

ry 5 iichis

R

Lj Q Next, this enzyme relocates the remaining phosphate group. This
\ \ step prepares the substrate for the next reaction.

Q This enzyme causes a double bond to form in the substrate by
extracting a water molecule, yielding phosphoenolpyruvate (PEP).
+j The electrons of the substrate are rearranged in such a way that the
remaining phosphate bond becomes very unstable, preparing the

substrate for the next reaction.

(E) The last reaction of glycolysis produces more ATP by transferring
the phosphate group from PEP to ADP, a second example of substrate-
level phosphorylation. Since this step occurs twice for each glucose
molecule, 2 ATP are produced. Overall, glycolysis has used 2 ATP in
the energy investment phase (steps 1 and 3} and produced 4 ATP in
the energy payoff phase (steps 7 and 10), for a net gain of 2 ATP.
Glycolysis has repaid the ATP investment with 100% interest.
Additional energy was stored by step 6 in NADH, which can be used

| to make ATP by oxidative phosphorylation if oxygen is present.
Glucose has been broken down and oxidized to two molecules of
pyruvate, the end product of the glycolytic pathway. If oxygen is

| present, the chemical energy in pyruvate can be extracted by the
citric acid cycle.
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| Concept =« | 9.3

The citric acid cycde completes
the energy-yielding oxidation of
organic molecules

Glycolysis releases less than a quarter of the chemical energy
stored in glucose; most of the energy remains stockpiled in the
two molecules of pyruvate. If molecular oxygen is present, the
pyruvate enters the mitochondrion, where the enzymes of
the citric acid cycle complete the oxidation of the organic fud.
Upon entering the mitochondrion via active transport, pyru-
vate is firs converted to a compound cdled acetyl coenzyme A,
or acetyl CoA (Figure 9.10). This step, the junction between
glycalysis and the citric acid cycle, is accomplished hy a mulu-
enzyme complex that catalyzes three reactions: 0 Pyruvates
carboxyl group (—COO ), which is dready fully oxidized and
thus has little chemical energy, is removed and given of as a
molecule of CO,. (Thisisthe first step in which CO, is released
during respiration.) @ The remaining two-carbon fragment is
oxidized, forming a compound named acetate (the ionized form
of acetic acid). An enzyme trandfers the extracted electrons to
NAD®, storing energy in the form of NADH. ® Findly, coen-
zyme A, a sulfur-containing compound derived irom a B vita
min, is attached to the acetate by an unstable bond that makes
the acetyl group (the attached acetate) very reactive. The prod-
uct of this chemica grooming, acetyl CoA, is now reedy to feed
its acetyl group into the citric acid cyde for further oxidation.
The citric acid cycle is dso caled the tricarboxylic acid cycle
or the Krebs cycle, the latter honoring Hans Krebs, the German-
British scientist who was largdly responsible for elucidating the
pathway in the 1930s. The cydle functions as ametabolic furnace

CYTOSOL

MITOCHONDRION

Pyruvate
Transport protein"

A Figure 9.10 Conversion of pyruvate to acetyl CoA, the
junction between glycolysis and the citric acid cycle.
Because pyruvate is a charged molecule, it must enter the
mitochondrion via active transport, with the help of a transport
protein. Next, a complex of several enzymes (the pyruvate
dehydrogenase complex) catalyzes the three numbered steps, which
are described in the text. The acetyl group of acetyl CoA will enter the
citric acid cycle. The CO, molecule will diffuse out of the cell.
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iud derived from pyruvate. Figure 9.11
summarizes the inputs and outputs as pyruvate is broken
down to 3 CO, molecules, including the molecule of CO, re-
leased during the conversion of pyruvate to acetyl CoA. The

ATP per turn by substrate-level phosphoryla-
tion, but most of the chemical energy is transferred lo NAD™
and the related coenzyme FAD during the redox reactions. The
reduced coenzymes, NADH and FADH,, shuttle their cargo of
high-energy electrons to the electron transport chain.

Now letslook at acid cycein more detail. The cy-
cle has eight steps, each catalyzed by a specific enzyme.
can see in Figure 9.12 that for each turn
relatively reduced form of
an acetyl group (step 1), and two different carbons (blue)
leave in the completely oxidized form 4).
The acetyl group of acetyl CoA joins the
with compound oxaloacetate, forming citrate (step 1).

Pyruvate
from glycolysis,
2 molecules per glucose)

A Figure 9.11 An overview of the citric acid cycle.

To calculate the inputs and outputs on a per-glucose basis, multiply by
2, because each glucose molecule is split during glycolysis into two
pyruvate molecules,




0 Acetyl CoA adds its two-carbon acetyl
group to oxaloacetate, producing citrate.

i o Q Citrate is
y converted to
its isomer,
isocitrate, by
removal of
one water
i$ The substrate molecule
isoxidized, | and addition
reducing NAD" to | of another.
NADH and | =
regenerating =
oxaloacetate. |

Citrate

Malate
€ Addition of a e
\ll\/at?r A Citric
molecule | id
-5 acl
rearranges 4 @ oycle
bonds in the |
substrate. |
Fumarate
\ u-Ketoglutarate
19~ |~
/ &

© Another CO,
is lost, and the

iy resulting
C00 compound is
Succinate | oxidized,
e ; = reducing NAD"
GTP GDP ucoinyl x to NADH.
A J A N\ The remain-
ing molecule is
then attached

ADP J. «V.

to coenzyme A
by an unstable
bond

Q CoA is displaced by a phosphate group,
which is transferred to GDP, forming GTP, and
then to ADP, forming ATP (substrate-level

4 Figure 9.12 A closer look at the citric
acid cycle. In the chemical structures, red type
traces the fate of the two carbon atoms that
enter the cycle via acetyl CoA (step 1), and blue
type indicates the two carbons that exit the
cycle as CO; in steps 3 and 4. (The red labeling
only goes through step 5, butyou can continue
to trace the fate of those carbons.) Notice that

phosphorylation).

the carbon atoms that enter the cycle from
acetyl CoA do not leave the cycle in the same
turn. They remain in the cycle, occupying a
different location in the molecules on their next
turn after another acetyl group is added. As a
consequence, the oxaloacetate that is
regenerated at step 8 is composed of different
carbon atoms each time around. All the citric

CHAPTER 9
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acid cycle enzymes are located in the
mitochondrial matrix except for the enzyme
that catalyzes step 6, which resides in the inner
mitochondria! membrane. Carboxylic acids are
represented in their ionized forms, as —COO",
because the ionized forms prevail at the pH
within the mitochondrion. For example, citrate
is the ionized form of citric acid.
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(Citrate is the ionized form of citric acid, for which the citric
acid cycle is named.) The next seven steps decompose the cit-
rate back to oxal oacetate. It is this regeneration of oxal oacetate
thai makesthis process acycle.

For each acetyl group that enters the cycle, 3NAD ™ are re-
duced to NADH (steps 3, 4, and 8). In step 6, electrons are
transferred not to NAD ~, but to a different electron acceptor,
FAD (flavin adenine dinucleotide, derived from riboflavin, a B
vitamin). Step 5 in the citric acid cycle forms a GTP molecule
directly by substrate-level phosphorylation, similar to the
ATP-generating steps of glycolysis. This GTP is then used to
synthesize an ATP, the only ATP generated directly by the cit-
ric acid cycle. Mogt of the ATP output of respiration results
from oxidative phosphorylation, when the NADH and FADH,
produced by the citric acid cycle relay the electrons extracted
from food to the electron transport chain. In the process, they
supply the necessary energy for the phosphorylation of ADP
to ATP We will explore this process in the next section.

Concept Check .

1. Inwhich molecules is most of the energy from the
citric acid cycles redox reactions conserved? How
will these molecules convert their energy to a form
that can be used to make ATP?

2. What cellular processes produce the carbon dioxide
that you exhale?

For suggested answers, see Appendix A.

During oxidative phosphorylation,
chemiosmosis couples electron
transport to ATP synthesis

Our main objective in this chapter is to learn how' cells harvest
the energy of food to make ATP But the metabolic compo-
nents of respiration we have dissected so far, glycolyss and
the citric acid cycle, produce only 4 ATP molecules per glu-
cose molecule, dl by substrate-level phosphorylation: 2 net
ATP from glycolysis and 2 ATP from the citric acid cycle. At
this point, molecules of NADH (and FADH,) account for most
of the energy extracted from the food. These electron escorts
link glycolysisand the citric acid cycle to the machinery of ox-
idative phosphorylation, which uses energy released, by the
electron transport chain to power ATP synthesis. In this sec-
tion, you will learn first how the electron transport chain
works, then how the inner membrane of the mitochondrion
couples eectron flow down the chain to ATP synthesis.
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The Pathway of Electron Transport

The electron transport chain is a collection of molecules e
in the inner membrane The
folding of the form
surface area, providing space for thousands of copies ol the
each mitochondrion. (Once again, we see thal struc-
ture fits function.) Most components of the chain are proteins,
which exist in multiprotein complexes numbered | through

Tightly bound to these proteins are prosthetic groups, non-
protein components essential for the catalytic functions

enzymes.

Figure 9.13 shows the ot electron carriers in tie

transport chain and the drop energy as electrons
travel down chain. During the
chain, electron carriers alternate between reduced and oxidized
states as they accept electrons. Each component of
the becomes reduced when it accepts eectrons from its
"uphill" neighbor, which has alower &finity for eectrons (isless
electronegative). It then returns to its oxidized form passes
eectrons to its "downhill," more electronegative neighbor.

let's closer look at the electron transport chain

Figure 9.13. Electrons removed from food by NAD®, durir g
glycolysis and the citric acid cycle, are transferred from NADH
to the first molecule of the electron transport chain. This mol-
ecule is a flavoprotein, so named because it has a prosthetic
group caled flavin mononucleotide (FMN in complex 1). In
the next redox reaction, the flavoprotein returns to its oxi-
dized torm as it passes electrons to an iron-sulfur
(Fe*Sin complex 1), one of a family of proteins both iro.i
and sulfur tightly The iron-sulfur protein then passes
the electrons to a compound called ubiquinone (Q in Figure
Q.13). This carrier is hydrophobic molecule,
the only member of the electron transport chain that is not
protein. Ubiquinone is mobile within the membrane rather
than residing in a particular

Mog of the remaining electron carriers between ubiqui-
none and oxygen are proteins called cytochromes. Their

caled a heme group, has an iron atom that
and donates electrons. (It issimilar to the heme group
in hemoglobin, the protein of red blood
iron in hemoglobin carries oxygen, not electrons.)
chain has severd types of cytochromes, each £
different protein a dightly different-
heme group. The last cytochrome
its electrons to oxygen, which is electronegative. Each
oxygen atom aso up a pair of hydrogen ions from the
aqueous solution, forming water.

Another source of electrons for the transport chain is
FADH,, the other reduced product of citric acid cycle.
Notice in Figure 9.13 that FADH, adds its electrons to the
electron transport chain at complex |1, at alower energy level
than NADH does. Consequently, the electron transport chain




provides about one-third less energy for ATP synthesis when
the electron donor is FADH, rather than NADH.

The electron transport chain makes no ATP directly. Its
function is to ease the fal of electrons from food to oxygen,
breaking a large free-energy drop into a series of smaller steps
that release energy in manageable amounts. How does the mi-
to:hondrion couple this electron transport and energy re-
lease to ATP synthesis? The answer is a mechanism called
chemiosmosis.

A Figure 9.13 Free-energy change during electron
transport. The overall energy drop (AG) for electrons traveling from
NADH to oxygen is 53 kcal/mol, but this "fall" is broken up into a series
of smaller steps by the electron transport chain. (An oxygen atom is
represented here as V2 O, to emphasize that the electron transport
chain reduces molecular oxygen, O, not individual oxygen atoms. For
every 2 NADH molecules, 1 O, molecule is reduced to 2 H,0.)

Chemiosmosis: The Energy-Coupling
Mechanism

Populating the inner membrane of mitochondrion are
many copies of a protein caled ATP synthase, the
enzyme that ATP from ADP and inorganic
phosphate (Figure 9.14). ATP synthase works like an ion
pump running in reverse. Recal from Chapter ion
pumps use ATP as an energy source to transport ions against
their gradients. In reverse of that process, ATP synthase
uses the energy of an existing ion gradient to power ATP syn-
thesis. ion gradient that drives phosphorylation is a pro-
ton (hydrogen ion) gradient; that is, the power source for the
ATP synthase is a difference in the concentration of H™ on
sides of the inner mitochondrial membrane. (We can
a0 think of this gradient as a difference in pH, isa
measure of H* concentration.) This process, in which energy
stored in the form hydrogen ion gradient across a
is used to drive cellular work such as the synthesis
of ATPR, is caled chemiosmosis (from the Greek
push). We have previously used the word osmoss in
water transport, here it refers to the flow of H
across amembrane.
From studying the sructure scientists have
learned how the flow of H* through this large enzyme
ATP synthase complex with

JWEWIEWNE SPACE @ A rotor within the
% | [ e membrane spins

- - ; clockwise when
t| H'flows past
itdown the H™
gradient.

Astator anchored
!l in the membrane
holds the knob
stationary

Arod (or "stalk")
extending into
the knob also
spins, activating
catalytic sites in
the knob.

Three catalytic
sites in the
stationary knob
join inorganic
phosphate to ADP
to make ATP.

MITOCHONDRIAL MATRIX

A Figure 9.14 ATP synthase, a molecular mill. The ATP
synthase protein complex functions as a mill, powered by the flow of
hydrogen ions. This complex resides in mitochondrial and chloroplast
membranes of eukaryotes and in the plasma membranes of
prokaryotes. Each of the four parts of ATP synthase consists of a
number of polypeptide subunits.
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four main parts, each made up of multiple polypeptides (see
Figure 9.14): arotor in the inner mitochondrial membrane; a
knob that protrudes into the mitochondrial matrix; an internal
rod extending from the rotor into the knob; and a stator, an-
chored next to the rotor, that holds the knob stationary: Hy-
drogen ions flow down a narrow space between the stator and
rotor, causing the rotor and its attached rod to rotate, much as
a rushing stream turns a waterwheef. The spinning rod causes
conformational changes in the stationary knob, activating
three catalytic stes in the subunits that make up the knob,
such that ADP and inorganic phosphate combine to make ATE

So how does the inner mitochondrial membrane generate
and maintain the H + gradient that drives ATP synthesis in the
ATP synthase protein complex? Creating the H* gradient is
the function of the electron transport chain, which is shown

| Protein complex
2 uf elptiron
CArriErs

Inner
mitochondrial <
membrane

in its mitochondria location in Figure 9.15. The chain is an
energy converter that uses the exergonic flow of electrons to
pump H™ across the membrane, from the mitochondrial ma-
trix into the intermembrane space. The H* has a tendency to
move back across the membrane, diffusing down its gradient.
And the ATP synthases are the only sites on the membrane
that are fredly permeable to H*. The ions pass through a
channel in ATP synthase, which uses the exergonic flow of H*
to drive the phosphorylation of ADP (see Figure 9.14). Thus,
the energy stored in an H+ gradient across a membrane cou-
plesthe redox reactions of the electron transport chain to ATP
synthesis, an example of chemiosmosis.

At this point, you may be wondering how the electrcn
transport chain pumps hydrogen ions. Researchers have
found that certain members of the electron transport chain

Mitochondrial
matrix

A Figure 9.15 Chemiosmosis couples
the electron transport chain to ATP
synthesis. NADH and FADH; shuttle high-
energy electrons extracted from food during
glycolysis and the citric acid cycle to an electron
transport chain built into the inner
mitochondrial membrane. The yellow arrow
traces the transport of electrons, which finally
pass to oxygen at the "downhill" end of the
chain, forming water. As Figure 9.13 showed,
most of the electron carriers of the chain are
grouped into four complexes. Two mobile
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Electron transport chain

Electron transport and pumping of protons (H"),
which create an H* gradient across the membrane

Chemiosmosis

ATP synthesis powered by the flow
of H* back across the membrane

Oxidative ph.c')sphorylation

carriers, ubiquinone (Q) and cytochrome c (Cyt c),

move rapidly along the membrane, ferrying
electrons between the large complexes. As
complexes |, lll, and IV accept and then donate
electrons, they pump hydrogen ions (protons)
from the mitochondrial matrix into the
intermembrane space. (Note that FADH,
deposits its electrons via complex Il and so
results in fewer protons being pumped into the
intermembrane space than NADH.) Chemical
energy originally harvested from food is
transformed into a proton-motive force, a

gradient of H* across the membrane. The
hydrogen ions flow back down their gradient
through a channel in an ATP synthase, another
protein complex built into the membrane. The
ATP synthase harnesses the proton-motive force
to phosphorylate ADP, forming ATP. The use of
an H* gradient (proton-motive force) to
transfer energy from redox reactions to cellular
work (ATP synthesis, in this case) is called
chemiosmosis. Together, electron transport and
chemiosmosis compose oxidative
phosphorylation.




accept and release protons (H*) aong with eectrons. At cer-
tain steps aong the chain, electron transfers cause H* to be
taken up and released into the surrounding solution. The
electron earners are spatialy arranged in the membrane in
such away that H* is accepted from the mitochondrial matrix
and deposited in the intermembrane space (see Figure 9.15).
The H* gradient that resultsis referred to as a proton-motive
force, emphasizing the capacity of the gradient to perform
work. The force drivesH" back across the membrane through
the specific H* channels provided by ATP synthases.

In general terms, chemiosmosis is an energy-coupling mecha-
numthat usesenergy storedintheformoj anH* gradient across
amembranetodrivecellular work. Inmitochondria, theenergy
for gradient formation comes from exergonic redox reactions,
and ATP synthesis is the work performed. But chemiosmosis
aso occurs elsewhere and in other variations. Chloroplasts
uge chemiosmosis to generate ATP during photosynthesis; in
these organelles, light (rather than chemical energy) drives
both electron flow down an electron transport chain and the
resulting H* gradient formation. Prokaryotes which lack
both mitochondria and chloroplasts, generate H™ gradients
across their plasma membranes. They then tap the proton-
motive force not only to make ATP but also to pump nutrients
and waste products across the membrane and to rotate their
flagella Because of its central importance to energy conver-
sions in prokaryotes and eukaryotes, chemiosmosis has
helped unify the study of bioenergetics. Peter Mitchell was

Electron shuttless,
span membrane \~

Glyeolysis 5 |

| Glueose L 2 Pyruvate | ===m—==lv
|

+ 2 ATP t i

by substrate-level
phosphorylation

by substrate-level
phosphorylation

awarded the Nobel Prize in 1978 for originally proposing the
chemiosmotic model.

An Accounting of ATP Production
by Cellular Respiration

Now that we have looked more closely at the key processes of
cellular respiration, let's return to its overall function: harvest-
ing the energy of food for ATP synthesis.

During respiration, most energy flows in this sequence;
glucose —» NADH —* electron transport chain —* proton-
motive force—> ATP. We can do some bookkeeping to calculate
the ATP profit when cellular respiration oxidizes a molecule of
glucose to six molecules of carbon dioxide. The three main de-
partments of this metabolic enterprise are glycolysis, the citric
acid cycle, and the electron transport chain, which drives oxida
tive phosphorylation. Figure 9.16 gives a detailed accounting of
the ATP yield per glucose molecule oxidized. Thetally addsthe
4 ATP produced directly by substrate-level phosphorylation
during glycolysis and the citric acid cycle to the many more
molecules of ATP generated by oxidative phosphorylation.
Each NADH that transfers a pair of electrons from food to the
electron transport chain contributes enough to the proton-
motive force to generate a maximum of about 3 ATP

Why are the numbersin Figure 9.16 inexact? There are three
reasons we cannot state an exact number of ATP molecules gen-
erated by the breakdown of one molecule of glucose. First, phos-

Oxidative
| phosphorylation: |
| electron transpart |
| and |

chemiosmosis

Cltric
acid
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ATE_  sabowszor34 AP |

by oxidative phosphorylation, depending
on which shuttle transports electrons
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Maximum per glucose: _.

- 5=
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6 or 38 ATP\
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A Figure 9.16 ATP yield per molecule of glucose at each stage of cellular

respiration.
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phorylation and the redox reactions are not directly coupled to
each other, so the ratio of number of NADH molecuies to
number of ATP molecules is not a whole number. We know
that 1 NADH results in 10 H* being transported out across
the inner mitochondrial membrane, and we also know that
somewhere between 3 and 4 H* must reenter the mitochon-
drial matrix viaATP synthase to generate 1 ATP Therefore, 1
NADH generates enough proton-motive force for synthesis of
2.5 to 3.3 ATP, generdly, we round of and say that 1 NADH
can generate about 3 ATP. The citric acid cycle aso supplies
electrons to the electron transport chain via FADH,, but since
it enters later in the chain, each molecule of this electron car-
rier is responsible for transport of only enough H* for the
synthesisof 1-5t0 2 ATP

Second, the ATP yield varies dightly depending on the type
of shuttle used to transport electrons from the cytosol into the
mitochondrion. The mitochondrial inner membrane is imper-
meable to NADH, so NADH in the cytosol is segregated from
the machinery of oxidative phosphorylation. The two elec-
trons of NADH captured in glycolysis must be conveyed into
the mitochondrion by one of several electron shuttle systems.
Depending on the type of shuttle in a particular cdl type, the
electrons are passed either to NAD™ or to FAD. If the electrons
arepassed to FAD, asin brain cells, only about 2 ATP can re-
sult from each cytosolic NADH. If the electrons are passed to
mitochondrial NAD®, asin liver cells and heart cdlls, the yield
is about 3 ATP

A third variable that reduces the yield of ATP is the use of
the proton-motive force generated by the redox reactions of
respiration to drive other kinds of work. For example, the
proton-motive force powers the mitochondrion's uptake of
pyruvate from the cytosol. So, if all the proton-motive force
generated by the electron transport chain were used to drive
ATP synthesis, one glucose molecule could generate a maxi-
mum of 34 ATP produced by oxidative phosphorylation plus
4 ATP (net) from substrate-level phosphorylation to give a
tota yield of about 38 ATP (or only about 36 ATP if the less
fficent shuttle were functioning).

We can now make a rough estimate of the efficiency of res-
piration—that is, the percentage of chemica energy stored in
glucose that has been restocked in ATP Recdl that the com-
plete oxidation of a mole of glucose releases 686 kca of en-
ergy (AG = —686 kcal/mol). Phosphorylation of ADP to form
ATP stores at least 7.3 kea per mole of ATP Therefore, the
efficiency of respiration is 7.3 kca per mole of ATP times
38 moles of ATP per mole of glucose divided by 686 kca per
mole of glucose, which equals 0.4. Thus, about 40% of the en-
ergy stored in glucose has been transferred to storage in ATP
The rest of the stored energy is lost as heat. We use some of
this heat to maintain our relaively high body temperature
(37°C), and we dissipate the rest through swesting and other
cooling mechanisms. Cellular respiration is remarkably effi-
cientinits energy conversion. By comparison, the most efficient
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automobile converts only about 25% of the energy stored in
gasoline to energy that moves the car.

b

Concept Check

1. What efect would an absence of O, have on the
process shown in Figure 9.15?

2. In the absence of O,, as above, what do you think
would happen if you decreased the pH of the inter-
membrane space of the mitochondrion? Explain
your answer.

For suggested answers, see Appendix A.

Fermentation enables some cells
to produce ATP without the use
of oxygen

Because most of the ATP generated by cellular respiration s
the work of oxidative phosphorylation, our estimate of
yield from respiration is contingent upon an adequate supply
of oxygen to the cell. Without the electronegative oxygen
pull electrons transport

ceases. However, fermentation provides a mechanism
by which some cells can organic fud and generate AT?
without the use of oxygen.

How can food be oxidized without oxygen? Remember, ox-
idation refers to the loss of electrons to any electron acceptor,
not just to oxygen. Glycolyss oxidizes glucose to two mole-
cules of pyruvate. The oxidizing agent of glycolyss is
not oxygen. Overdl, glycolyss is exergonic, and some of the
energy made available is used to produce 2 ATP (net)
substrate-level phosphorylation. If oxygen is present, then ad-
ditional ATP is made by oxidative phosphorylation
NADH passes electrons removed from glucose to the election
transport chain. But glycolysis generates 2 ATP whether

present or not—that is, conditions
or anaerobic (from the Greek ar, and bios, life; the prefix
means "without").

Anaerobic catabolism of organic nutrients can occur
fermentation. Fermentation is an extension of glycolysis that
can generate ATP solely by substrate-level phosphoryla-
tion—as long as there is a sufficient supply of NAD" to accept
electrons during the step of glycolysis. Without
some to recycle from NADH, glycolysis
would soon deplete the cdl's pool of reducing it al
to NADH and shut itself down for lack of an oxidizing agent.
Under aerobic conditions, NAD " is recycled productively




from NADH by the transfer of electrons to the electron trans-
port chain. The anaerobic aternative is to transfer electrons
from NADH lo pyruvate, the end product of glycolysis.

Types of Fermentation

Fermentation consists of glycolysis reactions that regen-
erate transferring electrons from NADH to pyruvate
of The NAD" can then be reused to
oxidize sugar by glycolysis, which nets two molecules of ATP
by substrate-level phosphorylation. There are many types of
fermentation, differing in the end products formed from pyru-
vate. Two common types are fermentation and lactic
acid fermentation.
In alcohol fermentation (Figure 9,17a), pyruvate is con-
verted to eihanol (ethyl acohal) in two steps. The first step
dioxide from the pyruvate, which is con-
verted to the two-carbon compound acetaldehyde. In the sec-
ond reduced by NADH to ethanol. This
regenerates the supply of NAD* for the continuation
of glycolysis. Many bacteria carry out alcohol fermentation
under anaerobic conditions. Yeas (a fungus) aso carries out
acohol fermentation. For thousands of years, humans have
used yeast in brewing, winemaking, and baking. The CO,
bubbles generated by baker's yeast allow bread to rise.

acid fermentation (Figure 9.17b), pyruvate

is reduced directly by form lactate as an end prod-
uct, with no release of CO,- (Lactate is theionized form of lac-
tic acid.) Lactic acid fermentation by certain fungi and bacte-
iais usedin dairy industry to make cheese and yogurt.
Other types of microbial fermentation that are commercialy
.mportant produce acetone and methanol acohal).

Human muscle cells make ATP by lactic acid fermentation
when oxygen is scarce. This occurs during the early
strenuous exercise, when sugar catabolism for ATP produc-
tion outpaces the muscle's supply of oxygen from the blood.
Under these conditions, the cells switch from aerobic respira-
Lion to fermentation. The lactate that accumulates may cause
muscle fatigue and pain, but the lactate is gradualy carried
awvay by the blood to the liver. Lactate is converted back to
pyruvate by liver cells.

Fermentation and Cellular Respiration
Compared

Fermentation and cellular respiration are anaerobic and aero-
bic aternatives, respectively, for producing ATP by harvesting
the chemical energy of food. Both pathways use glycolysis to
oxidize glucose and other organic fuelsto pyruvate, with anet
production of 2 ATP by substrate-level phosphorylation. And
in both fermentation and respiration, NAD" is the oxidising
agent that accepts electrons from food during glycolysis. A key
difference is the contrasting mechanisms for oxidizing NADH
back to NAD", required glycolysis. In fer-

CH;
2 Acetaldehyde

2 Pyruyate
|

e

(b) Lactic acid fermentation

A Figure 9.17 Fermentation. In the absence of oxygen, many eells
use fermentation to produce ATP by substrate-level phosphorylation.
Pyruvate, the end product of glycolysis, serves as an electron acceptor for
oxidizing NADH back to NAD", which can reused in glycolysis.
Two of the common end products from fermentation are

(a) ethanol and (b) lactate, the ionized form of lactic acid

mentation., the find electron acceptor is an organic molecule
such as pyruvate (lactic acid fermentation) or acetaldehyde
(alcohol fermentation). In respiration, by contrast, the fina
acceptor for electrons from NADH is oxygen. This not only
regenerates the NAD" required for glycolysisbut pays an ATP
bonus when the stepwise electron transport from NADH to
oxygen drives oxidative phosphorylation. An even bigger ATP
payoff comes from the oxidation of pyruvate in the citric acid
cycle, which isunique to respiration. Without oxygen, the en-
ergy still stored in pyruvate is unavailable to the cell. Thus,
cellular respiration harvests much more energy from each
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sugar molecule than fermentation can. In fact, respiration
yields as much as 19 times more ATP per glucose molecule
than does fermentation—up to 38 ATP for respiration, com-
pared to 2 ATP produced by substrate-level phosphorylation
in fermentation.

Some organisms, including yeasts and many bacteria, can
make enough ATP to survive using either fermentation or
respiration. Such species are caled facultative anaerobes.
On the cdlular level, our muscle cells behave as facultative
anaerobes. In a facultative anaerobe, pyruvate is a fork in the
metabolic road that leads to two aternative catabolic routes
(Figure 9.18). Under aerobic conditions, pyruvate can be con-
verted to acetyl CoA, and oxidation continues in the citric
acid cycle. Under anaerobic conditions, pyruvate is diverted
from the citric acid cycle, serving instead as an electron
acceptor to recycle NAD . To make the same amount of ATP,
a facultative anaerobe would have to consume sugar at a
much faster rate when fermenting than when respiring.

The Evolutionary Significance of Glycolysis

The role of glycolysis in both fermentation and respiration
has an evolutionary basis. Ancient prokaryotes probably used
glycolysis to make ATP long before oxygen was present in
Earth's atmosphere. The oldest known fossils of bacteria date
back 3.5 hillion years, but appreciable quantities of oxygen
probably did not begin to accumulate in the atmosphere un-
til about 2.7 billion years ago. Cyanobacteria produced this
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A Figure 9.18 Pyruvate as a key juncture in catabolism.
Glycolysis is common to fermentation and cellular respiration. The end
product of glycolysis, represents a fork in the catabolic
pathways of glucose oxidation. a capable of both cellular
respiration and fermentation, pyruvate is committed to one of those
two pathways, usually depending on whether or oxygen is present.
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O, as a by-product of photosynthesis. Therefore, early
prokaryotes may have generated ATP exclusively from glyccl-
ysis, which does not require oxygen. In addition, glycolysisis
the most widespread metabolic pathway, which suggests that
it evolved very early in the history of life. The cytosolic loca-
tion of glycolysis dso implies great antiquity; the pathway
does not require any of the membrane-bounded organelles of
the eukaryotic cell, which evolved approximately 1 billion
years dfter the prokaryotic cell. Glycolysisis a metabolic heir-
loom from early cells that continues to function in fermenta-
tion and as the first stage in the breakdown of organic mole-
cules by respiration.

Concept Check =

1. Consider the NADH formed during glycolysis. What
is the find acceptor for its electrons during fermen-
tation? What is the lina acceptor for its electrons
during respiration?

2. A glucose-led yeast cdl is moved from an aerobic en-
vironment to an anaerobic one. For the cell to con-
tinue generating ATP at the same rate, how would its
rate of glucose consumption need to change?

For suggested answers, see Appendix A.

Concept

Glycolysis and the citric acid
cycle connect to many other
metabolic pathways

So far, we have treated the oxidative breakdown of glucose in
isolation from the cdl's overall metabolic economy In this sec-
tion, you will learn that glycolysis and the citric acid cycle are
major intersections of various catabolic and anabolic (biosyn-
thetic) pathways.

The Versatility of Catabolism

Throughout this chapter, we have used glucose as the fuel
cellular respiration. But free glucose molecules are not

in the diets of humans and other animals. We obtain
most of our calories in the form of fats, proteins, sucrose and
other disaccbarides, and starch, a polysaccharide. All these or-
ganic molecules in food can be used by cellular respiration to
make ATP (Figure 9.19).

Glycolysis can accept a wide range of carbohydrates for ca
tabolism. In the digestive tract, starch ishydrolyzed to glucose,
which can then be broken down in cells by glycolysis and
the citric acid cycle. Similarly, glycogen, the polysaccharide




that humans and many other animals store in their liver and
muscle cells, can be hydrolyzed to glucose between meals as
fuel for respiration. The digestion of disaccharides, including
sucrose, provides glucose and other monosaccharides as fuel
for respiration.

Proteins can aso be used for fuel, but first they must be di-
gested to their constituent amino acids. Many of the amino
acids, of course, are used by the organism to build new pro-
teins. Amino acids present in excess are converted by enzymes
tc intermediates of glycolysis and the citric acid cycle. Before
amino acids can feed into glycolysis or the citric acid cycle,
their amino groups must be removed, a process caled deami-
n.\tion. The nitrogenous refuse is excreted from the animal in
the form of anmonia, urea, or other waste products.

Catabolism can dso harvest energy stored in fats obtained
ether from food or from storage cells in the body. After fats
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A Figure 9.19 The catabolism of various molecules from
food. Carbohydrates, fats, and proteins can all be used as fuel for
cellular respiration. Monomers of these molecules enter giycolysis or
the citric acid cycle at various points. Glycolysis and the citric acid cycle
are catabolic funnels through which electrons from all kinds of organic
molecules flow on their exergonic fall to oxygen.

ae digested to glycerol and faty acids, the glyceral is con-
verted to glyceradehyde-3-phosphate, an intermediate of
glycolysis. Mogt of the energy of a fat is stored in the faty-
acids. A metabolic sequence called beta oxidation breaks the
fatty acids down to two-carbon fragments, which enter the
citric acid cycle as acetyl CoA. Fats make excellent fud. A
gram of fat oxidized by respiration produces more than twice
as much ATP as a gram of carbohydrate. Unfortunately, this
adso means that a person who is trying to lose weight must
work hard to use up fa stored in the body, because so many
calories are stockpiled in each gram of fa.

Biosynthesis (Anabolic Pathways)

Cells need substance as well as energy. Not dl the organic
molecules of food are destined to be oxidized as fud to
make ATP. In addition to calories, food must aso provide
the carbon skeletons that cells require to make their own
molecules. Some organic monomers obtained from diges-
tion can be used directly. For example, as previously men-
tioned, amino acids from the hydrolysis of proteins in food
can be incorporated into the organisms own proteins. Of-
ten, however, the body needs specific molecules that are not
present as such in food. Compounds formed as intermedi-
ates of glycolysis and the citric acid cycle can be diverted
into anabolic pathways as precursors from which the cell
can synthesize the molecules it requires. For example, hu-
mans can make about haf of the 20 amino acids in proteins
by modifying compounds siphoned away from the citric
acid cycle. Also, glucose can be made from pyruvate, and
fatty acids can be synthesized from acetyl CoA. Of course,
these anabolic, or biosynthetic, pathways do not generate
ATP, but instead consume it.

In addition, glycolysis and the citric acid cycle function as
metabolic interchanges that enable our cdls to convert some
kinds of molecules to others as we need them. For example,
an intermediate compound generated during glycolysis, dihy-
droxyacetone phosphate (see Figure 9.9, step 5), can be con-
verted into one of the mgjor precursors of fas. It we est more
food than we need, we store fa even if our diet is fat-free
Metabolism is remarkably versatile and adaptable.

Regulation of Cellular Respiration via
Feedback Mechanisms

Basic principles of supply and demand regulate the metabolic
economy. The cell does not waste energy making more oi a
particular substance than it needs. If thereisaglut of a certain
ammo acid, for example, the anabolic pathway that synthe-
sizes that amino acid from an intermediate of the citric acid
cycle is switched off. The most common mechanism for this
control is feedback inhibition: The end product of the ana
bolic pathway inhibits the enzyme that catalyzes an early step
of the pathway (see Figure 8.20). This prevents the needless
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diversion of key metabolic intermediates from uses thai are
more urgent.

Thecdl dso controlsits catabolism. If the cdll isworking hard
and itsATP concentration beginsto drop, respiration speeds up.
When thereis plenty of ATP to meet demand, respiration dows
down, sparing vauable organic molecules for other functions.
Again, control is based mainly on regulating the activity ol en-
zymes a drategic points in the catabolic pathway One impor-
tant switch is phosphofructokinase (Figure 9.20), the enzyme
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A. Figure 9.20 The control of cellular respiration. Allosteric

enzymes at certain points in the respiratory pathway respond to
inhibitors and activators that help set the pace of glycolysis and the
citric acid cycle. Phosphofructokinase, the enzyme that catalyzes step 3
of glycolysis (see Figure 9.9), is one such enzyme. It is stimulated by
AMP (derived from ADP) but is inhibited by ATP and by citrate. This
feedback regulation adjusts the rate of respiration as the cell's catabolic

and anabolic demands change.
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that catalyzes step 3 of glycolysis (see Figure 9.9). Thai istlie
earliest step that commits substrate irreversibly to the gly-
colytic pathway. By controlling the rate of this step, the cell
can speed up or slow down the entire catabolic process;
phosphofructokinase can thus be considered the pacemaker
of respiration.

Phosphofructokinase is an alosteric enzyme with recep-
tor sites for specific inhibitors and activators. It is inhibited
by ATP and stimulated by AMP (adenosine monopho.s-
phate), which the cdl derives from ADP As ATP accumu-
lates, inhibition of the enzyme slows down glycolysis. The
enzyme becomes active again as cellular work converts ATP
to ADP (and AMP) faster than ATP is being regenerated.
Phosphofructokinase is aso sensitive to citrate, the first
product of the citric acid cycle. If citrate accumulates in mi-
tochondria, some of it passes into the cytosol and inhibils
phosphofructokinase. This mechanism helps synchronize
the rates of glycolysis and the citric acid cycle. As citrate at -
cumulates, glycolysis slows down, and the supply of acetyl
groups to the citric acid cycle decreases. If citrate consump-
tion increases, either because of a demand for more ATP or
because anabolic pathways are draining of intermediates of
the citric acid cycle, glycolysis accelerates and meets the de-
mand. Metabolic balance is augmented by the control cl
other enzymes at other key locations in glycolysis and th*
citric acid cycle. Cédls are thrifty, expedient, and responsive
in their metabolism.

Examine Figure 9.2 again to put cellular respiration into the
broader context of energy flow and chemical cycling in
ecosystems. The energy that keepsus dive is released, but no:
produced, by cellular respiration. We are tapping energy thac
was stored in food by photosynthesis. Tn the next chapter, you
will learn how photosynthesis captures light and convertsiit to
chemical energy.

Concept Check 3.0

1. Compare the structure of a fa (see Figure 5.11) with
that of a carbohydrate (see Figure 5.3). What fea-
tures of their structures make fat a much better fud?

2. Under what circumstances might your body synthe-
size fat molecules?

3. What will happen in a muscle cdl that has used up
its supply of oxygen and ATP? (See Figure 9.20.)

For suggested answers, see Appendix A.
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« Lifés processes require energy that the ecosystem in the
form of sunlight. Energy isused for work or dissipated as
while the essential chemical elements are recycled by respiration
and photosynthesis (p. 160).

[ Qoncepi 5.1 |
Gitabolic pathways yield energy by oxidizing
organic fuels
« Catabolic Pathways and Production of ATP (p. 161) The
and other organic fuels is exergonic.
Starting with glucose or another organic molecule and using 0,,
cellular respiration yields H,O, CO,, and energy in the form of
heat. To keep working, a cell must regenerate ATP.

Redox Reactions: Oxidation and Reduction

(pp. 161-164) The cell taps the energy stored in food mole-

cules through redox reactions, in which one substance

or electrons to another. The substance receiving

electrons is reduced; the substance losing electrons is oxidized.

During cellular respiration, glucose (CgH1,06) is oxidized

to CO,, and 0, isreduced to H,0. Electrons lose potential

energy during their transfer from organic compounds to oxygen.
organic compounds are usually passed first to

NAD ', reducing it to NADH. NADH passes the electrons to an

electron transport which conducts them to 0, in energy-

releasing steps. energy released is used to ATP

« The Stages of Cellular Respiration: A Preview
(pp. 164-165) and Citric supply
electrons (via NADH or FADH,) to the electron transport chain,
which drives oxidative phosphorylation. Oxidative phosphory-
lation generates
Cellular Respiration

Glycoalysis harvests chemical energy by oxidizing
glucose to pyruvate
s Glycolysis breaks down glucose into two pyruvate molecules and

nets 2 ATP and 2 NADH per glucose molecule (pp. 165—167).
Glycolysis

egrcept -
The citric acid cycle completes the energy-yielding
oxidation of organic molecules

During oxidative phosphorylation, chemiosmosis
couples electron transport to ATP synthesis

+ NADH and FADH, donate electrons to the electron transport
chain, which powers ATP synthesis via oxidative phosphoryla-
tion (p, 170).

« The Pathway of Electron Transport (pp. 170-171) In the
electron transport chain, electrons from NADH and FADH, lose
energy in severa energy-releasing steps. At the end of the chain,
electrons are passed to Oy reducing it to U,0.

« Chemiosmosis: The Energy-Coupling Mechanism
(pp. 171—173) At certain steps along the electron transport
chain, electron transfer causes protein complexes to move H
from the mitochondrial matrix to the intermembrane space,
storing energy as a proton-motive force (H* gradient). AsH*
diffuses back into the matrix through ATP synthase, its passage
drives trie phosphorylation of ADP

Electron Transport

« An Accounting of ATP Production by Cellular
Respiration (pp. 173-174) About 40% of the energy stored in
a glucose molecule is transferred to ATP during cellular respira-
tion, producing a maximum of about 38 ATP.

How Is the Rate oj Cellular Respiration
Measured?

o

Fermentation enables some cells to produce ATP
without the use of oxygen

« Types of Fermentation (p. 175) Glycolysis nets two ATP
by substrate-level phosphorylation. whether oxygen is present
or not. Under anaerobic conditions, the electrons from NADH
are passed to pyruvate or a derivative of pyruvate, regenerating
the NAD" required to oxidize more glucose. Two common
types of fermentation are alcohoi fermentation and lactic acid
fermentation.

Fermentation

« Fermentation and Cellular Respiration Compared
(pp. 175-176) Both use glycolysis to oxidize glucose, but differ
in their fina electron acceptor. Respiration yields more ATP

« The Evolutionary Significance of Glycolysis (p. 176)
Glycolysis occurs in nearly al organisms and probably evolved
in ancient prokaryotes before there was O, in the atmosphere.

Glycolysis and the citric acid cycle connect to many
other metabolic pathways

* The Versatility of Catabolism (pp. 176-177) Catabolic
pathways funnel electrons from many kinds of organic mol-
eculesinto cellular respiration.

« Biosynthesis (Anaholic Pathways) (p. 177) The body can
use small molecules from food directly or use them to build
other substances through glycolysis or the citric acid cycle.

« Regulation of Cellular Respiration via Feedback
Mechanisms (pp. 177-178) Cellular respiration is controlled
by allosteric enzymes at key points in glycolysis and the citric
acid cycle.

CHAPTER 9  Cellular Respiration: Harvesting Chemical Energy 179




TESTING YOUR KNOWLE

Evolution Connection
ATP synthase enzymes are found in the prokaryotic plasma mem-
brane and in mitochondria and chloroplasts. What does this suggest
about the evolutionary relationship of these eukaryotic organelles to
prokaryotes? How might the amino acid sequences of the ATP syn-
thases from the different sources support or refute your hypothesis?

Scientific Inquiry
In the 1940s, physicians prescribed low doses of a drug
called dinitrophenol (DNP) to help patients lose weight. This un-
safe method was abandoned after a few patients died. DNP uncou-
ples chemiosmotic machinery by making the lipid bilayer of the
inner mitochondrial membrane leaky to H*. Explain how this
causes weight loss.

Labs On-Line MitochondriaLab
the Rate of Cellular Respiration Measured?
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Science, Technology, and Society
Nearly al human societies use fermentation
drinks such as beer and The practice dates back to the earli-
est days of agriculture. How do you suppose this use of fermenta-
tion was first discovered? Why wine prove 10 be a more
beverage, especialy to a preindustrial culture, than the grape
from which it was made?

produce alcoholic

Explore
fermentationfurther in the case "Bean Brew."




Photosynthesis

1 3.1 Photosynthesis converts light energy to the
chemical energy of food

13.2 The light reactions convert solar energy to
the chemical energy of ATP and NADPH

10.3 The Calvin cycle uses ATP and NADPH to
convert CO, to sugar

10.4 Alternative mechanisms of carbon fixation
have evolved in hot, arid climates

Oveview

The Process That Feeds
the Biosphere

1 ife on Earth is solar powered. The chloroplasts ot
plants capture light energy that has traveled 150 mil-
lion kilometers from the sun and convert it to chemical

energy stored in sugar and other organic molecules. This con-

version process is caled photosynthesis. Lets begin by plac-
ing photosynthesis in its ecological context.

Photosynthesis nourishes amost the entire living world
directly or indirectly. An organism acquires the organic com-
pounds it uses for energy and carbon skeletons by one of two
major modes: autotrophic nutrition or heterotrophic nutri-
tion. Autotrophs are "sdf-feeders’ (auto means "sf," and
irophos means "feed"); they sustain themselveswithout eating
anything derived from other organisms. Autotrophs produce
their organic molecules from CO2 and other inorganic raw
materials obtained from the environment. They are the ulti-
mate sources of organic compounds for al nonautotrophic

A Figure 10.1 Sunlight consists of a spectrum of colors,
visible here in a rainbow.

organisms, and for this reason, biologists refer to autotrophs
astheproducersof thebiosphere.

Almogt dl plants are autotrophs; the only nutrientsthey re-
quire are water and minerals from the soil and carbon dioxide
from the ar. Spedificdly, plants are ph-otoautotrophs, organ-
isms that use light as a source of energy to synthesize organic
substances (Figure 10.1). Photosynthesis also occurs in agee,
certain other protists, and some prokaryotes (Figure 10.2, on
the next page). In this chapter, our emphasiswill be on plants;
variations in autotrophic nutrition that occur in prokaryotes
and agae will be discussed in Chapters 27 and 28.

Heterotrophs obtain their organic material by the second
major mode of nutiition. Unable to make their own food, they
live on compounds produced by other organisms {hetero
means "other"). Heterotrophs are the biosphere's consumers.
The most obvious form of this "other-feeding” occurswhen an
anima eats plants or other animals. But heterotrophic nutri-
tion may be more subtle. Some heterotrophs consume the
remains of dead organisms by decomposing and feeding on
organic litter such as carcasses, feces, and fdlen leaves, they
are known as decomposers. Most fungi and many types of
prokaryotes get their nourishment thisway. Almost al hetero-
trophs, including humans, are completely dependent on
photoautotrophs for food—and also for oxygen, a by-product
of photosynthesis.

In this chapter, you will learn how photosynthesis
works. After a discussion of the general principles of photo-
synthesis, we will consider the two stages of photosynthe-
sis; the light reactions, in which solar energy is captured
and transformed into chemical energy; and the Calvin cycle,
in which the chemical energy is used to make organic mol-
ecules of food. Findly, we will consider photosynthesis
from an evolutionary perspective.
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« Figure 10.2 Photoautotrophs. These
organisms use light energy to drive the synthesis
of organic molecules from carbon dioxide and
(in most cases) water. They feed not only
themselves, but the entire living world, (a) On
land, plants are the predominant producers of
food. In aquatic environments, photosynthetic
organisms include (b) multicellular algae, such
as this kelp; (c) some unicellular protists, such
as Euglena; (d) the prokaryotes called
cyanobacteria; and (e) other photosynthetic
prokaryotes, such as these purple sulfur
bacteria, which produce sulfur (spherical
globules) (c, d, e: LMs).

(b) Multicellular algae

Photosynthesis converts light
energy to the chemical energy
of food

You were introduced to the chloroplast in Chapter 6. This re-
markable organelle is responsible for feeding the vast majority

organisms on our planet. Chloroplasts are present in a vari-
ety of photosynthesizing organisms (see Figure 10.2), but here
we will on plants.

Chloroplasts: The Sites of Photosynthesis
in Plants

All green parts of a plant, including green stems and un-
ripened fruit, have chloroplasts, but the leaves are major
sites of photosynthesisin most plants (Figure 10.3). There are
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ar protist

(e) Purple sulfur
bacteria

(d) Cyanobacteria
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about haf a million chloroplasts per square millimeter of leaf
surface. The color of the legf is from chlorophyll, the green
pigment located within chloroplasts. It is the light energy ab-
sorbed by chlorophyll that drives the synthesis of organic
moleculesiin the chloroplast. Chloroplasts are found mainly in
the cells of the mesophyll, the tissue in the interior of the lesf.
Carbon dioxide enters the lesf, and oxygen exits, by way of
microscopic pores caled stomata (singular, stoma; from the
Greek, meaning "mouth”). Water absorbed by the roots is de-
livered to the leaves in veins. Leaves aso use veins to expor.
sugar to roots and other nonphotosynthetic parts of the plant.

A typicad mesophyll cell has about 30 to 40 chloroplasts
each organelle measuring aboui 2-4 um by 4-7 um. An enve-
lope of two membranes encloses the stroma, the dense fluic
within the chloroplast. An elaborate system of interconnected
membranous sacs called thylakoids segregates the stromn
from another compartment, the interior of the thylakoids, oi
thylakoid space. In some places, thylakoid sacs are stacked in
columns called grana (singular, granum). Chlorophyll resides




« Figure 10.3 Focusing in on the
location of photosynthesis in a plant.
Leaves are the major organs of photosynthesis
in plants. These pictures take you into a leaf,
ther into a cell, and finally into a chloroplast,
the Drganelle where photosynthesis occurs
(middle, LM; bottom, TE'M).

in the thylakoid membranes. (Photosyn- |
thetic prokaryotes lack chloroplasts, but : .
they do have photosynthetic membranes
arising from infolded regions of the

plasma membrane that function in aman-

ner similar to the thylakoid membranes of

chloroplasts; see Figure 27.7b.) Now that

we have looked at the sites of photosyn-

thesisin plants, we are ready to look more

closdly a the process of photosynthesis.

Tracking Atoms Through Photosynthesis:
Scientific Inquiry

Sc have tried for centuries to piece together the process
by which plants make food. Although some of the steps are till
net completely understood, the overal photosynthetic equa
tion has been known since the 1800s: In the presence of light,
the green parts of plants produce organic compounds and oxy-
gen from carbon dioxide and Using molecular formulas,
we can summarize photosynthesis this chemical equation:

CO, + 12 H,0 + Light -. 0, + 6 HO

The carbohydrate C*HNnQOg is glucose.* "Waer appears on

sides of the equation because 12 molecules are con-
sumed and 6 molecules are formed during photosyn-
thesis. We can smplify the equation by indicating only the net
consumption of water:

6 6 HQO enegy -» Oz

Writing the equation in form, we can see that the overal
chemical change during photosynthesis is the reverse of the
oae that occurs during cellular respiration. Both of these
metabolic processes occur in plant cells. However, as you will
soon learn, plants do not make food by simply reversing the
steps of respiration.

the photosynthetic equation by 6 to put it
inits simplest possible form:

-» [CHLQ] + O,

Here, the brackets indicate that CH,O is not an actual sugar
but represents the general formula for a carbohydrate. In

* The direct product of photosynthesis is actually a thuee-carbon sugar. Glu-
cose is used here only to simplify the relationship between photosynthesis

Leaf cross section

Chloroplast— = | S

|

T outer

\ membrane
Thylakeid ; | 4 e
Stroma  Granum Thylakoid \ Intermembrane
space \ space
\ 1 Nnner
| irMB-~ membrane
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other words, we are imagining the synthesis of a sugar mol-
ecule one carbon at a time. Sx repetitions would produce a
glucose molecule. Let's now use this smplified formula to see
how researchers tracked the. chemical elements (C, H, and 0)
from the reactants of photosynthesis to the products.

The Splitting of Water

One of the firg clues to the mechanism of photosynthesis
came from the discovery that the oxygen given df by plants
through their stomata is derived from water and not from car-
bon dioxide. The chloroplast splits water into hydrogen and
oxygen. Before this discovery, the prevailing hypothesis was
that photosynthesis split carbon dioxide (CO, —* C + Q)
and then added water to the carbon (C + H,O —> [CH,0]).
This hypothesis predicted that the O, released during photo-
synthesis came from CO,. This idea was challenged in the
1930s by C. B. van Niel of Stanford University. Van Nie was
investigating photosynthesis in bacteria that make their car-
bohydrate from CO, but do not release O,. Van Nid concluded
that, at least in these bacteria, CO, is not spirt into carbon and
oxygen. One group of bacteria used hydrogen sulfide (H.S)
rather than water for photosynthesis, forming yellow globules
of sulfur as a waste product (these globules are visible in
Figure 10.2€). Here is the chemica equation for photosynthe-
ss in these sulfur bacteria:

CO; + 2H,SMICHLQ] + HO + 25

Van Niel reasoned that the bacteria split H,S and used the
hydrogen atoms to make sugar. He then generalized that idea,
proposing that al photosynthetic organisms require a hydro-
gen source but that the source varies:
Suifur bacteria CO, + 2H,S -» [CHO] + HO0+2 S
Plants CO, + 2 H,0-> [CHO) + HO + O,
Gengrd: CO, + 2HX -> [CHLQO] + HO +2X

Thus, van Niel hypothesized that plants split water as a source
of electrons from hydrogen atoms, releasing oxygen as a by-
product.

Nearly 20 years later, scientists confirmed van Niels hy-
pothesis by using oxygen-18 (*%0), a heavy isotope, as a radio-
active tracer to follow the fae of oxygen atoms during
photosynthesis. The experiments showed that the O, from
plantswas labeled with *°0 only if water was the source of the
tracer (experiment 1). if the YO was introduced to the plant
in the form of CO,, the label did not turn up in the released
O, (experiment 2). In the following summary red denotes
labeled atoms of oxygen (*%0):

Experiment 1: CO, + 2 HO -* [CHQ| + H0 + O,
Expariment 22 CO, + 2 HO—* [CHO] + HO + O,

A sgnificant result of the shuffling of atoms during photo-
synthesis is the extraction of hydrogen from water and its in-
corporation into sugar. The waste product of photosynthesis,
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6CO; 12H,0

Fry Yy
Products: Qhyo,; 6 H-0 60,

A Figure 10.4 Tracking atoms through photosynthesis.

O,, is released to the atmosphere. Figure 10.4 shows the fates
of dl atoms in photosynthesis.

Photosynthesis as a Redox Process

Lets briefly compare photosynthesis with cellular respiration.
Both processes involve redox reactions. During cellular respi-
ration, energy is released from sugar when electrons associ-
ated with hydrogen are transported by carriers to oxygen,
forming water as a by-product. The electrons lose potential
energy as they "fal" down the electron transport chain toward
electronegative oxygen, and the mitochondrion harnesses
that energy to synthesize ATP (see Figure 9.15). Photosynthe-
Ss reverses the direction of electron flow. Water is split, and
electrons are transferred aong with hydrogen ions from t ne
water to carbon dioxide, reducing it to sugar. Because the
electrons increase in potential energy as they move from water
to sugar, this process requires energy. This energy boost is pro-
vided by light.

The Two Stages of Photosynthesis: A Preview

The equation for photosynthesis is a deceptively simple sum-
mary of a very complex process. Actudly, photosynthesis is
not a single process, but two processes, each with multiple
steps. These two stages of photosynthesis are known as the
light reactions (the photo part of photosynthesis) and the
Calvin cycle (the synthesis part) (Figure 10.5).

The light reactions are the steps of photosynthesis that
convert solar energy to chemical energy. Light absorbed ty
chlorophyll drives a transfer of electrons and hydrogen from
water to an acceptor caled NADP" (nicotinamide adenine
dinucleotide phosphate), which temporarily stores the ener-
gized electrons. Water is split in the process, and thusiit is the
light reactions of photosynthesis that give df O, as a by-
product. The electron acceptor of the light reactions, NADP -,
isfirst cousin to NAD+, which functions as an electron carrier
in cellular respiration; the two molecules differ only by
the presence of an extra phosphate group in the NADP™ mol-
ecule. The light reactions use solar power to reduce NADP"
to NADPH by adding a pair of electrons along with a hydro-
gen nucleus, or H*. The light reactions also generate ATP,
using chemiosmosis to power the addition of a phosphate




« -igure 10.5 An overview of
photosynthesis: cooperation of the
light reactions and the Calvin cycle. In
the chloroplast, the thylakoid membranes are
the sites of the light reactions, whereas the

Ca vin cycle occurs in the stroma. The light
reactions use solar energy to make ATP and
NADPH, which function as chemical energy and
reducing power, respectively, in the Calvin cycle.
The Calvin cycle incorporates CO, into organic
molecules, which are converted to sugar (Recall
frcm Chapter 5 that most simple sugars have
foi mutes that are some multiple of [CH,0].)

A smaller version of this diagram will
reappear in several subsequent figures as a
reminder of whether the events being
described occur in the light reactions or in
the Calvin cycle.

group to ADP, a process called photophosphorylation.
Thus, light energy isinitialy converted to chemica energy in
the form of two compounds: NADPH, a source of energized
electrons (“reducing power"), and ATP, the versatile energy
currency of cells. Notice that the light reactions produce no
sugar; that happens in the second stage of photosynthesis,
the Calvin cycle.

The Calvin cycle is named for Melvin Calvin, who, along
with his colleagues, began to elucidate its steps in the late
1940s, The cycle begins by incorporating CO2 from the air
into organic molecules already present in the chloroplast.
This initial incorporation of carbon into organic com-
pounds is known as carbon fixation. The Calvin cycle then
reduces the fixed carbon to carbohydrate by the addition of
electrons. The reducing power is provided by NADPH,
which acquired energized electrons in the light reactions.
To convert CO2 to carbohydrate, the Calvin cycle aso re-
quires chemical energy in the form of ATP, which is aso
generated by the light reactions. Thus, it is the Calvin cycle
that makes sugar, but it can do so only with the help of the
NADPH and ATP produced by the light reactions. The
metabolic steps of the Calvin cycle are sometimes referred
to as the dark reactions, or light-independent reactions, be-
cause none of the steps requires light directly. Nevertheless,
the Calvin cycle in most plants occurs during daylight, ior
only then can the light reactions provide the NADPH and

Chloro‘p\ast

[€H,0) |
: {sugzar}

ATP thai the Calvin cycle requires. In essence, the chloro-
plast uses light energy to make sugar by coordinating the
two stages of photosynthesis.

As Figure 10.5 indicates, the thylakoids of the chloroplast
are the sites of the light reactions, while the Calvin cycle oc-
curs in the stroma. In the thylakoids, molecules of NADP*
and ADP pick up electrons and phosphate, respectively, and
then are released to the stroma, where they transfer their
high-energy cargo to the Calvin cycle. The two stages of pho-
tosynthesis are treated in this figure as metabolic modules
that lake in ingredients and crank out products. Our next
step toward understanding photosynthesis is to look more
closely at how the two stages work, beginning with the light
reactions.

Concept Check

1. How do the reactant molecules of photosynthesis
reach the chloroplasts in leaves?

2. How did the use of an oxygen isotope help elucidate
the chemistry of photosynthesis?

3. Describe how the two stages of photosynthesis are
dependent on each other.

For suggested answer' s, sec Appendix A.
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The light reactions convert solar
energy to the chemical energy of
ATP and NADPH

Chloroplasts are chemical factories powered by the sun. Their
thylakoids transform light energy into the chemical energy of
ATP and NADPH. To understand this conversion better, we
need to know about some important properties of light.

The Nature of Sunlight

Light is a form of energy known as electromagnetic energy
aso called electromagnetic radiation. Electromagnetic energy
travels in rhythmic waves analogous to those created by drop-
ping a pebble into a pond. Electromagnetic waves, however,
are disturbances of electrica and magnetic fields rather than
disturbances of a materid medium such as water.

The distance between the crests of eectromagnetic wavesis
cdled the wavelength. Wavelengths range from less than a
nanometer (for gamma rays) to more than a kilometer (for
radio waves)- This entire range of radiation is known as the
electromagnetic spectrum (Figure 10.6). The segment most
important to life is the narrow band from about 380 nm to
750 nm in wavelength. This radiation is known asvisible light
because it is detected as various colors by the human eye.

The model of light as waves explains many of lights prop-
erties, but in certain respects light behaves as though it
consists of discrete particles, called photons. Photons are not
tangible objects, but they act like objects in that each of them

im
'Iﬂ‘ilnmw'llnrn tom  103mm  10°nm  (10%nm) 10%m

I | I - M
380 450 500 S50 800 650 700 750 nm
Shorter wavelength —————— Longer wavelength

Higher energy = Lower energy

A Figure 10.6 The electromagnetic spectrum. White light is a
mixture of all wavelengths of visible light. A prism can sort white light
into its component colors by bending light of different wavelengths at
different angles. (Droplets of water in the atmosphere can act as
prisms, forming a rainbow; see Figure 10.1.) Visible light drives
photosynthesis.
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has a fixed quantity of energy. The amount of energy is in-
versdly related to the wavelength of the light; the shorter tic
wavelength, the greater the energy of each photon of that
light. Thus, a photon of violet light packs nearly twice as
much energy as a photon of red light.

Although the sun radiates the full spectrum of electromag-
netic energy the atmosphere acts like a selective window,
alowing visible light to pass through while screening out a
substantial fraction of other radiation. The part of the spec-
trum we can see—visible light—is aso the radiation that
drives photosynthesis.

Photosynthetic Pigments:
The Light Receptors

When light meets matter, it may be reflected, transmitted, or
absorbed. Substances that absorb visible light are known as
pigments. Different pigments absorb light of different wave-
lengths, and the wavelengths that are absorbed disappear. If a
pigment is illuminated with white light, the color we see is
the color most reflected or transmitted by the pigment. (If a
pigment absorbs al wavelengths, it appears black.) We see
green when we look a a lesf because chlorophyll absorbs
violet-blue and red light while transmitting and reflecting
green light (Figure 10.7). The ability of a pigment to absorb
various wavelengths of light can be measured with an instru-
ment caled a spectrophotometer. This machine direct;
beams of light of different wavelengths through a solution of
the pigment and measures the fraction of the light transmitted

Light

Retlected
light

Transmitted ',
light

A Figure 10.7 Why leaves are green: interaction of light
with chloroplasts. The chlorophyll molecules of chloroplasts
ahsorb violet-blue and red light (the colors most effective in driving
photosynthesis) and reflect or transmit green iight. This is why leaves
appear green.




al eachwavelength (Figure 10.8). A graph plotting a pigment's
light absorption versus wavelength is called an absorption
spectrum.

The absorption spectra of chloroplast pigments provide clues
to the relative effectiveness of different wavelengths for driving
photosynthesis, since light can perform work in chloroplasts
only if itisabsorbed. Figure 10.9a showsthe absorption spectra
of three types of pigments in chloroplasts. If we look first a the
absorption spectrum of chlorophyll a, it suggests that violet-
blue and red light work best for photosynthesis, since they are

<l Determining an Absorption

i absorption spectrum is a visual

| representation of how well a particular pigment absorbs different

wavelengths of visible light. Absorption spectra of various chloroplast
pigments help scientists decipher each pigment's role in a plant. |

'W A spectraphotometer measures the relative '

amounts of light of different wavelengths absorbed and |
transmitted by a pigment solution.
O White light is separated into colors (wavelengths) by a prism.

. © One by one, the different colors of light are passed through the
sample (chlorophyll in this example). Green light and blue light
are shown here.

© The transmitted light strikes a photoelectric tube, which converts
the light energy to electricity. |
| © The electrical current is measured by a galvanometer. The meter
| indicates the fraction of light transmitted through the sample,
| from which we can determine the amount of light absorbed.

White  Refracting ~ Chlorophyll  Photoelectric
light prism solution tube

”&J |

S
The high transmittance
(low absorption)

Slit moves to Green

pass light light reading indicates that
of selected chlorophyll absorbs !
wavelength very little’ green light.

I RN .
| = =§_ !
| The low transmittance |
Blue (high absorption)
light reading indicates that

chlorophyll absorbs
most blue light.

m See Figure 10.9a for absorpnon spectra of

three types of chloroplast pigments.

Figure 10.9
raquiry Which wavelengths of light are

most effective in driving photosynthesis?

EXPERIMENT Three different experiments helped reveal
| which wavelengths of light are photosynthetically important. The |
results are shown below.

Chlorophyll a

N |

| F—Chlorophyll &

oo

Wavelength of light (nm)

(a) Absorption spectra. The three curves show the wavelengths of
light best absorbed by three types of chloroplast pigments.

(b) Action spectrum. This graph plots the rate of photosynthesis
versus wavelength. The resulting action spectrum resembles
the absorption spectrum for chlorophyll a but does not match
exactly (see part a). This is partly due to the absorption of light
by accessory pigments such as chlorophyll b and carotenoids.

\\\lﬂ\k'

VM \\ “‘”"\ _\\\\\\\\\

400

| (c) Engelmann's experiment. In 1883, Theodor W. Engelmann |
illuminated a filamentous alga with light that had been passed

| through a prism, exposing different segments of the alga to dif- |

| ferentwavelengths. He used aerobic bacteria, which concentrate
near an oxygen source, to determine which segments of the alga

| were releasing the most O, and thus photosynthesizing most.

| Bacteria congregated in greatest numbers around the parts of |

|

|

the alga illuminated with violet-blue or red light. Notice the close
match of the bacterial distribution to the action spectrum in partb. |

CONCLUSION Lnght in the violet-| blue and red portions of
| the spectrum are most effective in driving photosynthesis.
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absorbed, while green is the least effective color. This is con-
firmed by an action spectrum for photosynthesis (Figure
10.9b), which profiles the relative effectiveness of different wave-
lengths of radiation in driving the process. An action spectrum is
prepared by illuminating chloroplasts light of different col-
ors and then plotting wavelength against some measure of pho-
tosynthetic rate, such as CO, consumption or O, release. The
action spectrum for photosynthesis was first demonstrated in
1883 in an elegant experiment performed by German botanist
Theodor Engelmann, who used bacteria to measure rates
of photosynthesis in filamentous dgae (Figure 10.9c).

Notice by comparing Figures 10.9a and 10.9b the ac-
tion spectrum for photosynthesis does not exactly match ihe
a The absorption spec-
underestimates the effectiveness
driving photosynthesis. This is
partly because accessory pigments with different absorption
spectra are also photosynthetically important in chloroplasts
and broaden the spectrum of colors that can be used for pho-
tosynthesis. One of these accessory pigments is another form
of chlorophyll, chlorophyll b. Chiorophyll b is aimost identi-
cd to chlorophyll a, but a dight structural difference between
them (Figure 10.10) is enough to give the two pigments
dightly different absorption spectra (see Figure 10.92). As a
result, they have different colors—chlorophyll a is blue-green,
whereas chlorophyll b is yellow-green.

Other accessory pigments include carotenoids, hydrocar-
bons that are various shades of yellow and orange because
they absorb violet and blue-green light (see Figure 10.9a).
Carotenoids may broaden the spectrum of colors that can
drive photosynthesis. However, a more important function of
at least some carotenoids seems to be photoprotection: These
compounds absorb and dissipate excessive light energy that
would otherwise damage chlorophyll or interact with oxygen,
forming reactive oxidative molecules that are dangerous to the
cell. Interestingly, carotenoids similar to the photoprotective
ones in chloroplasts have a photoprotective role in the human
eye. These and other related molecules are highlighted in
health food products as "phytochemicals' (from the Greek

plant) that have antioxidant powers. Plants can
synthesize al the antioxidants they require, whereas humans
and other animals must obtain some of them from their diets.

trum of chlorophyll a

Excitation of Chlorophyll by Light

What exactly happens when chlorophyll and other pigments
absorb light? The colors corresponding to the absorbed wave-
lengths disappear from the spectrum of the transmitted and
reflected light, but energy cannot disappear. When amolecule
absorbs a photon of light, one of the molecules electrons is €-
evated to an orbital where it has more potentia energy. When
the electron is in its normal orbital, the pigment molecule

sad to be in its ground state. Absorption of a photon boosts
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A Figure 10.10 Structure of chlorophyll molecules in
chloroplasts of plants. Chlorophyll a and chlorophyll b differ only
in one of the functional groups bonded to the porphyrin ring.

an electron to an orbital of higher energy, and the pigmen':
molecule is then said to be in an excited state. The only pho-
tons absorbed are those whose energy is exactly equa to tht-
energy difference between the ground state and an excited
state, and this energy difference varies from one kind of aom
or molecule to another. Thus, a particular compound absorb?
only photons corresponding to specific wavelengths, which is
why each pigment has a unique absorption spectrum.

Once absorption of a photon raises an electron trom the
ground state to an excited state, the electron cannot remain
there long. The excited state, like al high-energy states, is
unstable. Generally, when isolated pigment molecules ab-
sorb light, their excited electrons drop back down to the
ground-state orbital in abillionth of a second, releasing their
excess energy as heat. This conversion of light energy to heat
is what makes the top of an automobile so hot on a sunny
day. (White cars are coolest because their paint reflects dl
wavelengths of visible light, although it may absorb ultra-
violet and other invisible radiation.) In isolation, some pig-
ments, including chlorophyll, emit light as well as heat after
absorbing photons. As excited electrons fal back to the
ground state, photons are given off. This afterglow is caled
fluorescence. If a solution of chlorophyll isolated from
chloroplastsisilluminated, it will fluoresce in the red-orange
part of the spectrum and aso give df heat (Figure 10.11).




e lfigure 10.11 Excitation of isolated
chlorophyll by light, (a) Absorption of a
photon causes a transition of the chlorophyll
mo'ecule from its ground state to its excited
stale. The photon boosts an electron to an
orbital where it has more potential energy. If
the illuminated molecule exists in isolation, its
excited electron immediately drops back down
to ihe ground-state orbital, and its excess
energy is given off as heat and fluorescence
(light), (b) A chlorophyll solution excited with
ulti aviolet light fluoresces with a red-orange glow.

Photon

A Photosystem: A Reaction Center Associated
vith Light-Harvesting Complexes

Chlorophyll molecules excited by the absorption of light en-
ergy produce very different results in an intact chloroplast
than they do in isolation (see Figure 10.11). In their native
environment of the thylakoid membrane, chlorophyll mol-
ecules are organized along with other small organic molecules
and proteins into photosystems.

A photosystem is composed of a reaction center sur-
rounded by a number of light-harvesting complexes (Figure
10.12). Each light-harvesting complex consists of pigment
molecules (which may include chlorophyll a, chlorophyll b,
end carotenoids) bound to particular proteins. The number
and variety of pigment molecules enable a photosystem to har-
vest light over alarger surface and alarger portion oi the spec-
trum than any single pigment molecule aone could. Together,
these light-harvesting complexes act as an antenna for the re-
action center. When apigment molecule absorbs a phoLon, the
energy is transferred from pigment molecule to pigment mol-
eculewithin alight-harvesting complex until it is funneled into
:he reaction center. The reaction center is a protein complex
chat includes two specia chlorophyll a molecules and a mol-
ecule called the primary electron acceptor. These chlorophyll
a molecules are specia because their molecular environ-
ment—their location and the other molecules with which they
are associated—enables them to use the energy from light to
boost one of their electrons to a higher energy level.

The solar-powered transfer of an electron from a specia
chlorophyll a molecule to the primary electron acceptor is the
first step of the light reactions. As soon as the chlorophyll elec-
tronis excited to a higher energy level, the primary electron ac-
ceptor captures it; thisis a redox reaction. Isolated chlorophyll
fluoresces because there is no e ectron acceptor, so electrons of
photoexcited chlorophyll drop right back to the ground state.

(b) Fluorescence
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k Figure 10.12 How a photosystem harvests light. When a
photon strikes a pigment molecule in a light-harvesting complex,

the energy is passed from molecule to molecule until it reaches the
reaction center. Atthe reaction center, an excited electron from one of
the two special chlorophyll a molecules is captured by the primary
electron acceptor.

In a chloroplast, this immediate plunge of high-energy elec-
trons back to the ground state is prevented. Thus, each photo-
system—a reaction center surrounded by light-harvesting
complexes—functions in the chloroplast as a unit. It converts

CHAPTER 10 Phmosynthess 189




light energy to chemica energy, which will ultimately be used
for rhe synthesis of sugar.

The thylakoid membrane is populated by two types of pho-
tosystems that cooperate in the light reactions of photosynthe-
sis. They are called photosystem |1 (PS 11) and photosystem |
(PS1). (They were named in order of their discovery, but the
two function sequentialy, with photosystem Il functioning
first) Each has a characteristic reaction center—a particular
kind of primary electron acceptor next to a pair of specia
chlorophyll a molecules associated with specific proteins. The
reaction-center chlorophyll a of photosystem Il is known as
P680 because this pigment is best at absorbing light having a
wavelength of 680 nm (in the red part of the spectrum). The
chlorophyll a at the reaction center of photosystem | is caled
P700 because it most effectively absorbs light of wavelength
700 nm (in the far red part of the spectrum). These two pig-
ments, P680 and P700, are actualy identical chlorophyll a
molecules. However, their association with different proteins
in the thylakoid membrane &fects the electron distribution in
the chlorophyll molecules and accounts for the dight differ-
encesin light-absorbing properties. Now let's see how the two
photosystems work together in using light energy to generate
ATP and NADPH, the two main products of the light reactions.

Noncyclic Electron Flow

Light drives the synthesis of NADPH and ATP by energizing the
two photosystems embedded in the thylakoid membranes of
chloroplasts. The key to this energy transformation is a flow of
electrons through the photosystems and other molecular compo-
nents built into the thylakoid membrane. During the light reac-
tions of photosynthesis, there are two possible routes for electron
flow: cydic and noncyclic. Noncyclic electron flow, the pre-
dominant route, is shown in Figure 10.13. The numbersintie
text description correspond to the numbered stepsin the figure.

O A photon of light strikes a pigment molecule in a light-
harvesting complex and is relayed to other pigment
molecules until it reaches one of the two P680 chloro-
phyll a moleculesin the PS 11 reaction center. It excites
one of the P680 electrons to a higher energy state.

© This eectron is captured by the primary electron acceptor.

© An enzyme splits a water molecule into two electrons,
two hydrogen ions, and an oxygen atom. The electrons
are supplied one by one to the P680 molecules, each re-
placing an electron logt to the primary electron acceptor.
(Missing an electron, P680 is the strongest biologica ox-
idizing agent known; its electron hole must be filled.)

f Figure 10.13 How noncyclic electron flow during the
light reactions generates ATP and NADPH. The gold arrows
trace the current of light-driven electrons from water to NADPH.

rt
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190 UNIT TWO The Cell




The oxygen atom immediately combines another
oxygen O,.

() Each photoexcited electron passes from primary
electron acceptor of PS Il to PS | via an electron trans-
port chain (smilar to the electron transport chain that

m cellular respiration). The electron transport
chain between PS 11 and PS | is made up of the electron
carrier plastoquinone (Pg), a cytochrome complex, and
a protein called plastocyanin (Pc).

f§) The exergonic "fdl" of electrons energy level
provides energy for the synthesis of ATP.
<) Meanwhile, light energy was light-

harvesting complex to the PS | reaction center, exciting
an electron of one of the two P700 chlorophyll a mol-
ecules located was
then captured by PS I's primary electron acceptor, cre-
ating an electron "hole" in the P700. The hole is rilled
by an electron that reaches the bottom of electron
transport chain from PS LI.

Q Photoexcited electrons passed from PS Is primary
electron acceptor down a second electron transport
chain through the protein ferredoxin (Fd).

© The enzyme NADP" reductase transfers electrons from
Fd to NADP'. Two electrons reduc-
tion to NADPH.

As complicated as the scheme shownin Figure 10.13 is, do
not lose track of its functions: The Light reactions use solar
power to generate ATP and NADPH, provide chemical
energy and reducing power, respectively, to the sugar-making

reactions of the Calvin cycle. The electrons
as through the light, reactions are by analogy
in Figure 10.14.

Cyclic Electron Flow

"Under certain conditions, photoexcited electrons take an
dternative path caled cyclic electron flow, which uses photo-
system | hut not photosystem 1. You can see in Figure 10.15

> Figure 10.15 Cyclic electron flow.
Photoexcited electrons | are
occasionally shunted back from ferredoxin
(Fd) to chlorophyll via the cytochrome

and plastocyanin (Pc). This electron

supplements of ATP (via

chemiosmosis) but produces no NADPH. The
"shadow" of noncyclic electron flow is
included in the diagram for comparison with
the cyclic route. The two ferredoxin molecules
shown in this diagram actually one and
same—the final electron carrier in the
transport chain of PS I.

L

Photosystem

A Figure 10.14 A mechanical analogy for the light
reactions.

that cyclic flow is a short circuit: The electrons cycle back
from ferredoxin (Fd) to the cytochrome complex and from
there continue on to a P700 chlorophyll in the PS | reaction
center. There is no production of NADPH and no release of
oxygen. Cyclic flow does, however, generate ATP

What is the function of cyclic electron flon? Noncyclic
electron flow produces ATP and NADPH in roughly equal
quantities, but the Calvin cycle consumes more ATP than
NADPH, Cydlic electron flow makes up the difference, since
it produces ATP but no NADPFL The concentration oi
"NADFH in the chloroplast may help regulate which pathway,
cyclic versus noncyclic, electrons take through the light reac-
tions. If the chloroplast runs low on ATP for the Calvin cycle,
NADPH will begin to accumulate as the Calvin cycle dows
down. The rise in NADPH may stimulate a temporary shift
from noncyclic to cyclic electron flow until ATP supply
catches up with demand.

Whether ATP synthesis is driven by noncyclic or cyclic
electron How, the actual mechanism is the same. Thisis agood

Cy"t.\:h:h;mej
complex |

Phaotosystem |
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time to review chemiosrnosis, the process that uses mem-
branes to couple redox reactions to ATP production.

A Comparison of Chemiosmosis in
Chloroplasts and Mitochondria

Chloroplasts mitochondria generate ATP by
basic mechanism: chemiosmosis. An electron transport
chain assembled in a membrane pumps protons across the
membrane as electrons are passed through a series of
that are progressively more electronegative. In this elec-
tron transport chains translorm redox energy to a proton-
motive force, potential energy stored in the form of an H™
gradient across a membrane. Built into the same membrane
is an ATP synthase complex that couples the diffusion o\ hy-
drogen ions down their the phosphorylation of
ADP. Some ol the electron including the iron-
containing proteins caled cytochromes, are very similar in
chloroplasts and mitochondria. The synthase com-
plexes of the two organelles are also very much alike. But
there are noteworthy differences between oxidative phos-
phorylation in mitochondria and photophosphorylation in
chloroplasts. In mitochondria, the high-energy electrons
dropped down the transport chain are extracted Irom
molecules (which are thus oxidized). Chloroplasts do
not need molecules from food to make ATP; their photosys-
tems capture light energy and use it to drive electrons to the
top of the transport chain, in other words, mitochondria
transfer chemical energy from food molecules to ATP (and
NADH), whereas chloroplasts transform light energy into
chemical energy in (and NADPH),

The spatial organization of chemiosmosis dso differs in
chloroplasts and mitochondria (Figure 10.16). The inner
membrane of the mitochondrion pumps protons from the
mitochondrial matrix out to the intermembrane space,
which then serves as a reservoir of hydrogen ions that pow-
ers ATP synthase. The thylakoid membrane of the
chloroplast pumps protons from the stroma into the thy-
lakoid space (interior of the thylakoid), which functions
the H" reservoir. The thylakoid membrane makes ATP as the
hydrogen ions diffuse down their concentration gradient
irom the thylakoid space back to the stroma through ATP
synthase complexes, whose catalytic knobs are on
stroma side the membrane. Thus, ATP forms in the

isused to help drive during

gradient, or the thy-
lakoid membrane is substantial. When chloroplasts are illu-
minated, the pH in the thylakoid space drops 5 (the
H* concentration increases), and the pH in the stroma in-
creases to 8 (the H* concentration decreases). This
gradient of three pH units corresponds to a thousandfold dif-
ferenceinH Ifin the laboratory the lights are
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A Figure 10.16 Comparison of chemiosmosis in
mitochondria and chloroplasts. In both kinds of organelles,
electron transport chains pump protons (H*) across a membrane from a
region of low H" concentration (light gray in this diagram) to one of
high H ™ concentration (dark gray). The protons then diffuse back across
the membrane through ATP synthase, driving the synthesis of ATP.

turned df, the pH gradient is abolished, but it can quickly be
restored by turning the lights back on. Such experiments
provide strong evidence in support of the chemiosmotic
model.

Based on studies in severa laboratories, Figure 10.17
shows a current model for the organization of the light-
reaction "machinery" within the thylakoid membrane. Each
of the molecules and molecular complexes in the figure is
present in numerous copies in each thylakoid. Notice thai
NADPH, like ATP, Is produced on the side of the membrane
facing the stroma, where the Calvin cycle reactions take
place.

Lets summarize the light reactions. Noncyclic electron flow
pushes electrons from water, where they are at a low state of
potential energy, to NADPH, where they are stored at a high
state of potential energy. The light-driven electron current aso
generates ATP Thus, the equipment of the thylakoid mem-
brane converts light energy to chemica energy stored in
NADPH and ATE (Oxygen is aby-product.) Let's now see how
the Calvin cycle uses the products of thelight reactions to syn-
thesize sugar from CO..




Photosystem IT

Ty

STROMA
(Low H* concentration|

ik Figure 10.17 The light reactions and
ihemiosmosis: the organization of the
lhylakoid membrane. This diagram shows a
current model for the organization of the
thylakoid membrane. The gold arrows track the
noncydic electron flow outlined in Figure 10.13.
As electrons pass from carrier to carrier in redox
reactions, hydrogen ions removed from the
stroma are deposited in the thylakoid space,

Concept Check

1. What color of light isleast effective in driving photo-

synthesis? Explain.

2. Compared to asolution of isolated chlorophyll, why
do intact chloroplasts release less heat and iluores-

cence when illuminated?

3. Tn the light reactions, what is the electron donor?

Where do the electrons end up?

for suggested answers, see AppendixA.
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Cytachrome

Photosystem 1
complex -

ATP——
synthase

storing energy as a proton-motive force

(H" gradient). At least three steps in the light
reactions contribute to the proton gradient:

O Water is split by photosystem Il on the side of
the membrane facing the thylakoid space; © as
plastoquinone (Pq), a mobile carrier, transfers
electrons to the cytochrome complex, protons are
translocated across the membrane into the
thylakoid space; and © a hydrogen ion is

NADP*
reductase

removed from the stroma when it is taken up by
NADP". Notice how, as in Figure 10.16, hydrogen
ions are being pumped from the stroma into the
thylakoid space. The diffusion of H* from the
thylakoid space back to the stroma (along the H*
concentration gradient) powers the ATP synthase.
These light-driven reactions store chemical energy
in NADPH and ATP, which shuttle the energy to
the sugar-producing Calvin cycle.

The Calvin cycleusesATP and

NADPH to convert CO, to sugar

The Calvin cycle is smilar to the citric acid cycle in thet, a

starting material isregenerated after moleculesenter andleave

thecycle. However, whilethe citric acid cycleiscatabolic, ox-

idising glucose and releasing energy, the Calvin cycleis ana-

bolic, building sugar from smaller molecules and consuming
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energy. Carbon enters the Cavin cycle in the form of CO, and
leavesin the form of sugar. The cycle spends ATP as an energy
source and consumes NADFH as reducing power for adding
high-energy electrons to make the sugar.

The carbohydrate produced directly from the Cavin cy-
cle is actualy not glucose, but a three-carbon sugar named
glyceraldehyde-3-phosphate (G3P). For the net synthesis
of one molecule of this sugar, the cycle must take place
three times, fixing three molecules of CO,. (Recal that car-
bon fixation refers to the initial incorporation of CO, into
organic material.) As we trace the steps of the cycle, keepin
mind that we are following three molecules of CO, through
the reactions. Figure 10.18 divides the Calvin cycle into
three phases:

Phase 1: Carbon fixation. The Cavin cycle incorporates
each CO, molecule, one at atime, by attaching it to a five-
carbon sugar named ribulose bisphosphate (abbreviated
RuBP). The enzyme that catalyzes this first step is RuBP
carboxylase, or rubisco. (It isthe most abundant protein in
ehloroplasts and probably the most abundant protein on
Earth.) The product of the reactionis a six-carbon interme-
diate so unstable that it immediately splits in hdf, forming
two molecules of 3-phosphoglycerate (for each CCh).

Phase 2: Reduction. Each molecule of 3-phosphoglycerate
receives an additional phosphate group from ATP, becom-
ing 1,3-bisphosphoglycerate. Next, a pair of electrons do-
nated from NADPH reduces 1,3-bisphosphoglycerate to
G3P Spedificdly, the electrons from NADPH reduce tle

Input
30 (Entering one

€0;: 2Lt
1

Phase 1; Carbon fixation

CALVIN
CYCLE

: @-0-0-T
" Glyceraldehyde-3-phosphate phase 2:
7 e (G3P) Reduction

o -
>+ Figure 10.18 The Calvin cycle. This diagram tracks carbon atoms b Y
(gray balls) through the cycle. The three phases of the cycle correspond to 7 OQ“ QG —
the phases discussed in the text. For every three molecules of CO; that 5
enter the cycle, the net output is one molecule of glyceraldehyde-3- S i G3F
phosphate (G3P), a three-carbon sugar. The light reactions sustain the e sugan
Cafvin cycle by regenerating ATP and NADPH. Qutput
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carboyxl group of 3-phosphoglycerate to the aldehyde
group of G3P, which stores more potential energy. G3Pisa
sugar—the same three-carbon sugar formed in glycolysis
by the splitting of glucose. Notice in Figure 10.18 that for
every three molecules of CO,, there are 9x molecules of
33P But only one molecule of this three-carbon sugar can
De counted as a net gain of carbohydrate. The cycle began
with 15 carbonsworth of carbohydrate in the form, of three
molecules of the Eve-carbon sugar RuBP. Now there are 18
carbons worth of carbohydrate in the form of six mole-
cules of G3P. One molecule exits the cycle to be used by the
plant cell, but the other five molecules must be recycled to
regenerate the three molecules of RUBP

Phase 3: Regeneration of the CO, acceptor (RuBP). In a
complex series of reactions, the carbon skeletons of five mol-
ecules of G3P are rearranged by the last steps of the Calvin
cyde into three molecules of RuBP To accomplish this, the
cyde spends three more molecules of ATP The RuBP is now
prepared to receive CO, again, and the cyde continues.

For the net synthesis of one G3P molecule, the Calvin cyde
consumes a total of nine molecules of ATP and six molecules of
NABPH. The light reactions regenerate the ATP and NADPH.
The G3P spun df from the Calvin cydebecomes the starting ma-
ttrid for metabolic pathways that synthesize other organic com-
pounds, including glucose and other carbohydrates. Neither the
light reactions nor the Cavin cycle aone can make sugar from
CO,. Photosynthesis is an emergent property of the intact
chloroplast, which integrates the two stages of photosynthesis.

Concept Check

1. To synthesize one glucose molecule, the Calvin cycle
uses molecules of CCb, molecules of
ATRand _____ moleculesof NADPH.

2. Explain why the high number of ATP and NADPH
molecules used during the Calvin cycle is consistent
with the high value of glucose as an energy source.

3. Explain why a poison that inhibits an enzyme of the
Calvin cycle will also inhibit the light reactions.

Far suggested answers, see Appendix A.

Alternative mechanisms of carbon
fixation have evolved in hot, arid
climates

Ever since plants first moved onto land about 475 million

years ago, they have been adapting to the problems of terres-
tria life, particularly the problem of dehydration. In Chapters

29 and 36, we will consider anatomical adaptations that help
plants conserve water. Here we are concerned with metabolic
adaptations. The solutions often involve trade-offs. An impor-
tant example is the compromise between photosynthesis and
the prevention of excessive water loss from the plant. The CO,
required for photosynthesis enters a leef via stomata, the pores
through the leaf surface (see Figure 10.3). However, stomata
ae dso the main avenues of transpiration, the evaporative
loss of water from leaves. On ahot, dry day, most plants close
their stomata, a response that conserves water. This response
aso reduces photosynthetic yield by limiting access to CO™.
With stomata even partialy closed, CO, concentrations begin
to decrease in the air spaces within the legf, and the concen-
tration of O, released from the light reactions begins to in-
crease. These conditions within the leef favor a seemingly
wasteful process called photorespiration,

Photorespiration: An Evolutionary Relic?

In mogt plants, initid fixation of carbon occurs via rubisco,
the Cavin cyde enzyme that adds CO? to ribulose bisphos-
phate. Such plants are cdled C; plants because the first or-
ganic product of carbon fixation is a three-carbon compound,
3-phosphoglycerate (see Figure 10.18). Rice, whesat, and soy-
beans are C; plants that are important in agriculture. When
their stomata partially close on hot, dry days, C; plants pro-
duce less sugar because the declining level of CO, in the lesf
starves the Calvin cycle. In addition, rubisco can bind O2 in
place of CO,. As CO, becomes scarce within the air spaces of
the ledf, rubisco adds O2 to the Calvin cycle instead of CQ..
The product splits, and a two-carbon compound leaves the
chloroplast. Peroxisomes and mitochondria rearrange and
split this compound, releasing CO,. The process is caled
photorespiration because it occurs in the light (photo) and
consumes O, while producing CO, {respiration). However,
unlike normal cellular respiration, photorespiration generates
no ATP, in fact, photorespiration consumes ATP. And unlike
photosynthesis, photorespiration produces no sugar. In fact,
photorespiralion decreases photosynthetic output by siphon-
ing organic materia from the Cavm cycle.

How can we explain the existence of a metabolic process
that seems to be counterproductive for the plant? According
to one hypothesis, photorespiration s evolutionary baggage—
a metabolic relic from a much earlier time, when the atmos-
phere had less O, and more CO; thaniit does today. In the an-
cient atmosphere that prevailed when rubisco first evolved,
the inability of the enzyme's active ste to exclude O, would
have made little difference. The hypothesis speculates that
modern rubisco retains some of its chance efinity for O,
which is now so concentrated in the atmosphere that a certain
amount of photorespiration is inevitable.

It isnot known whether photorespiration is beneficia to
plantsin any way. It isknown that in many types of plants—e

CHAPTER 10 Pholosvnthesis 195




including crop plants—photorespiration drains avay as much
as 50% of the carbon fixed by the Calvin cycle. As het-
erotrophs that depend on carbon fixation in chloroplasts for
our food, we naturally view photorespiration as wasteful. In-
deed, if photorespiration could be reduced in certain plant
species without otherwise affecting photosynthetic productiv-
ity crop yields and food supplies might increase.

In certain plant species, aternate modes of carbon fixaion
have evolved that minimize photorespiration and optimize
the Calvin cycle—even in hot, arid climates. The two most
important of these photosynthetic adaptations are C, photo-
synthesis and CAM.

C, Plants

The C, plants are so named because they preface the Calvin
cycle with an aternate mode of carbon fixation that forms a
four-carbon compound as its first product. Severa thousand
species in a least 19 plant families use the C, pathway.
Among the C, plants important to agriculture are sugarcane
and corn, members of the grass family

A unique legf anatomy is correlated with the mechanism of
C, photosynthesis (Figure 10.19; compare with Figure 10.3).
In C, plants, there are two distinct types of photosynthetic
cells: bundle-sheath cells and mesophyll cells. Bundle-sheath
cells are arranged into tightly packed sheaths around the
veins of the ledf. Between the bundle sheath and the legf sur-
face are the more loosely arranged mesophyll cells. The
Calvin cycle is confined to the chloroplasts of the bundle
sheath. However, the cycle is preceded by incorporation of
CO; into organic compounds in the mesophyll. The first step,

\' Mesophyll celly
Photosynthetic |
cells of C4 plant< Bundle-*
leaf | sheath

Vein
(vascular tissue) —;

C, leaf anatomy

$ Figure 10.19 C, (eaf anatomy and the C, pathway. The
structure and biochemical functions of the leaves of C, plants are an
evolutionary adaptation to hot, dry climates. This adaptation maintains a
CO, concentration in the bundle sheath that favors photosynthesis over
photorespiration.
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carried out by the enzyme PEP carboxylase, is the addition of
CO, to phosphoenolpyruvate (PEP), forming the four-carbon
product oxaloacetate. PEP carboxylase has a much higher
afinity for CO, than rubisco and no &finity for O,. Therefcre,
PEP carboxylase can fix carbon efficiently when rubisco
cannot—that is, when it is hot and dry and stomata are par-
tidly closed, causing CO, concentration in the leef to fdl and
O, concentration to rise. After the C, plant fixes carbon from
CO,, the mesophyll cells export their four-carbon products
(malate in the example shown in Figure 10.19) to bundle-
sheath cells through plasmodesmata (see Figure 6.30). Within
the bundle-sheath cells, the four-carbon compounds release
CO,, which is reassmilated into organic materia by rubis:o
and the Calvin cycle. Pyruvate is also regenerated tor conver-
sion to PEP in mesophyll cells.

In effect, the mesophyll cdls of a C4 plant pump CO, into
the bundle sheath, keeping the CO, concentration in the
bundle-sheath cells high enough for rubisco to bind carbon
dioxide rather than oxygen. The cyclic series of reactions
involving PEP carboxylase and the regeneration of PEP can be
thought of as a CO,-concentrating pump that is powered by
ATP In thisway, C, photosynthesis minimizes photorespiration
and enhances sugar production. This adaptation is especialy
advantageous in hot regions with intense sunlight, where
stomata partially close during the day, and it is in such envi-
ronments that C, plants evolved and thrive today.

CAM Plants

A second photosynthetic adaptation to arid conditions has
evolved in succulent (water-storing) plants (including jade

Mesophyll
ceell

N The C, pathway

O " mesophyll cells,
| the enzyme PEP

carboxylase adds

carbon dioxide to PEP

Cixaloacetate (4 C)

Malate (4 C)

| © A four-carbon
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conveys the atoms
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plants), many cacti, pineapples, and representatives of sev-
eral other plant families. These plants open their stomata
during the night and close them during the day, just the re-
verse of how other plants behave. Closing stomata during the
da" helps desert plants conserve water, but it also prevents
CO, from entering the leaves. During the night, when their
stomata are open, these plants take up CQ, and incorporate
itinto avariety of organic acids. Thismode of carbon fixation
is called crassulacean acid metabolism, or CAM, alter the
plant family Crassulaceae, the succulents in which the
process was first discovered. The mesophyll cells of CAM
plants store the organic acids they make during the night in
their vacuoles until morning, when the stomata close. During
the day, when thelight reactions can supply ATP and NADPH
for the Calvin cycle, CO; is released from the organic acids
made the night before to become incorporated into sugar in
the chloroplasts.

"Natice in Figure 10.20 that the CAM pathway is similar to
the C, pathway in that carbon dioxide is firgt incorporated
into organic intermediates before it enters the Cavin cycle.
Trie difference is that in C, plants, the initial steps of carbon

Mesophyil
cell

Bundle-
sheath
cell

« Figure 10.20 C, and CAM
photosynthesis compared. Both
adaptations are characterized by Q preliminary
incorporation of CO, into organic acids,

fixation are separated structurally from the Calvin cycle,
whereasin CAM plants, the two steps occur at separate times
but within the same cell. (Kegp in mind thai CAM, C,, and C3
plants dl eventualy use the Calvin cycle to make sugar from
carbon dioxide.)

Concept Check & iy &t

1. Explain why photorespiration lowers photosynthetic
output for plants.

2. How would you expect the relaive abundance of Q
versus C, and CAM speciesto change in ageographic
region whose climate becomes much hotter and drier?

For suggested answers, see AppendixA.

The Importance of Photosynthesis: A Review

In this chapter, we have followed photosynthesis from pho-
tons to food. The light reactions capture solar energy and use

Pineapple

0 CO, incorporated Night
into four-carbon
organic acids

(carbon fixation)

Day

& Organic acids
release CO, to
Calvin cycle

CALVIN ”E
CYCLE
4

g

followed by ® transfer of CO, to the Calvin
cycle. The C, and CAM pathways are two

Sugar

(a) Spatial separation of steps.

Suar

(b) Temporal separation of steps.

evolutionary solutions to the problem of
maintaining photosynthesis with stomata
partially or completely closed on hot, dry days.

'.i CAM plants, carbon fixation
and the Calvin cycle occur in the
same cells at different times.

In C4 plants, carbon fixation and
the Calvin cycle occur in different
types of cells.
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« Figure 10.21 A review of
photosynthesis. This diagram outlines the
main reactants and products of the light
reactions and the Calvin cycle as they occur in
the chloroplasts of plant ceils. The entire
ordered operation depends on the structural
integrity of the chloroplast and its membranes.
Enzymes in the chloroplast and cytosol convert
giyceraldehyde-3-phosphate (G3P), the direct
product of the Calvin cycle, into many other
organic compounds.

Light reactions:

« Are carried out by molecules in the
thylakoid membranes

« Convert light energy to the chemical
energy of ATP and NADPH

« Split H,O and release O,_to the
atmosphere

it to make ATP and transfer electrons from water to NADP*,
The Calvin cycle uses the ATP and NADPH to produce sugar
from carbon dioxide. The energy that enters the chloroplasts
as sunlight becomes stored as chemica energy in organic
compounds. See Figure 1021 for a review of the entire
process.

What are the fates of photosynthetic products? The sugar
made in the chloroplasts supplies the entire plant with
chemical energy and carbon skeletons for the synthesis of al
the major organic molecules of plant cells. About 50% of the
organic material made by photosynthesis is consumed as
fue for cellular respiration in the mitochondria of the plant
cells. Sometimes there is a loss of photosynthetic products to
photorespiration.

Technically green cdlls are the only autotrophic parts of the
plant. The rest of the plant depends on organic molecules ex-
ported from leaves via veins. In most plants, carbohydrate is
transported out of the leaves in the form of sucrose, a disac-
charide. After arriving a nonphotosynthetic cells, the sucrose
provides raw material for cellular respiration and a multitude
of anabolic pathways that synthesize proteins, lipids, and other
products. A considerable amount of sugar in the fom of glu-
cose is linked together to make the polysaccharide cellulose,
especidly in plant ceils that are <till growing and maturing.
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Light reactions

)

Calvin cycle

1Y acic

T
Suzrose (export)
Calvin cycle reactions:

« Take place in the stroma

* Use ATP and NADPH to conveit
CO; to the sugar G3P

 Return ADP, inorganic phos-

Cellulose, the main ingredient of cell walls, is the most abun-
dant organic molecule in the plant—and probably on the sur-
face of the planet.

Most plants manage to make more organic material each
day than they need to use as respiratory fud and precursors
lor biosynthesis. They stockpile the extra sugar by synthesiz-
ing starch, storing some in the chloroplasts themselves and
some in storage cells of roots, tubers, seeds, and fruits. In ac-
counting for the consumption of the food molecules pro-
duced by photosynthesis, let's not forget that most plants lose
leaves, roots, stems, fruits, and sometimes their entire bodies
to heterotrophs, including humans.

On a global scale, photosynthesis is the process that is
responsible for the presence of oxygen in our atmosphere.
Furthermore, in terms of food production, the collective pro-
ductivity of the minute chloroplasts is prodigious; it is
estimated that photosynthesis makes about 160 billion metric
tons of carbohydrate per year (a metric ton is 1,000 kg, about
11 tons). That's organic matter equivalent to a stack of about
60 trillion copies of this textbook—17 stacks of books reach-
ing from Earth to the sun! No other chemica process on the
planet can match the output of photosynthesis. And no
process is more important than photosynthesis to the welfare
of life on Earth.




Go 10 the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, Investigations, and other interactive study aids.

' MMARY OF KEY CONCEPTS

P Plants and other autotrophs are the producers of the biosphere.
Photoautotrophs use the energy of sunlight to make organic
molecules from CO, and H,0. Heterotrophs consume organic
molecules from other organisms for energy and carbon (p. 181).

E
Photosynthesis converts light energy to the chemical
energy of food

* Chloroplasts: The Sites of Photosynthesis in Plants
(pp. 182-183) In autotrophic eukaryotes, photosynthesis oc-
curs in chloroplasts, organelles containing thylakoids. Stacks of
thylakoids form, grana.

Activity The Sites of Photosynthesis

« Tracking Atoms Through Photosynthesis: Scientific In-
quiry (pp. 183-184) Photosynthesisis summarized as

6 CO, + 12 H,0 + Light energy -» CgH1,06 + 6 0, + 6 H,0

Chloroplasts split water into hydrogen and oxygen, incorporating
the electrons of hydrogen into sugar molecules. Photosynthesis is
aredox process: H20 *° oxidized, CO, is reduced.

I* The Two Stages of Photosynthesis: A Preview
(pp. 184-185) The light reactions in the grana split water, re-
leasing O, producing ATP, and forming NADPH. The Calvin cy-
de in the stroma forms sugar from CO,, "using ATP for energy
and NADPH for reducing power.
Activity Overview of Photosynthesis

The light reactions convert solar energy to the
chemica energy of ATP and NADPH
The Nature of Sunlight (p. 186) Light is a form of electro-

magnetic energy. The colors we see light include those
wavelengths that drive photosynthesis.

Photosynthetic Pigments: The Light Receptors

(pp. 186—188) A pigment absorbs visible light of specific wave-
lengths. Chlorophyll a is the main pfactosytith.etic pigment in
plants. Other accessory pigments absorb different wavelengths
of light and pass to a

Activity Light Energy and Pigments

Investigation How Does Paper Chromalography Separate
Plant Pigments?

Excitation of Chlorophyll by Light (p. 188) A pigment
goes from a ground state to an excited state when aphoton
boosts one of its electrons to a Thisex-
cited state is unstable. Electrons from isolated pigments tend to
fal back to the ground state, giving off heat and/or light.

* A Photosystem: A Reaction Center Associated with
Light-Harvesting Complexes (pp. 189-190) A photosys-
tem is composed of a reaction center surrounded by light-
harvesting complexes that funnel the energy of photons to the
reaction center. When a reaction-center chlorophyll a molecule
absorbs energy, electrons gets bumped up to the
primary electron acceptor. Photosystem | contains P700

chlorophyll a molecules at the reaction center; photosystem I1
contains P680 molecules.

Noncyclic Electron Flow (pp. 190-191) Noncyclic electron
flow produces NADPH, ATP, and

Cyclic Electron Flow (pp. 191-192) Cydic eectron flow em-
ploys only photosystem |, producing ATP but no NADPH or G,.

A Comparison of Chemiosmosisin Chloroplasts and
Mitochondria (pp. 192-193) organelles, the
reactions of electron transport chains generate an H' gradient
across a ATP synthase uses this proton-motive torce
to make ATP.

Activity The Light Reactions

The Calvin cycleuses ATP and NADPH to convert
CO, to sugar

The Calvin cycle occurs in the stroma and consists of carbon
fixation, reduction, and regeneration of the CO, acceptor. Using
electrons from NADPH and energy from ATP, the cycle synthe-
sizes athree-carbon sugar (G3P). Most of the G3P isreused in
the cycle, but some exits the cycle and is converted to glucose
and other organic molecules (pp. 193-195).

Activity The Calvin Cycle
Investigation How |s the Rate 0/Photosynthesis Measured?
Biology On-Line LeafLab

Alternative mechanisms of carbon fixation have
evolvedin hot, arid climates

Photorespiration: An Evolutionary Reic? (pp. 195-196)
On dry, hot days, plants close their stomata, conserving water,
Oxygen from the light reactions builds up. In photorespira-
tion, 0, substitutes for CO, in the dte of rubisco. This
process consumes organic fuel and releases CO, without pro-
ducing ATP or sugar.

C, Plants (p. 196) C, plants minimize the cost
respiration by incorporating CO, into four-carbon
mesophyll cells. These compounds are to bundle-sheath
cells, where the\ rdease carbon dioxide for use in the Calvin cycle.

CAM Plants (pp. 196-197) CAM plants their stomata at
night, incorporating CO into organic acids, are stored in
mesophyll cells. During the day the stomata close, and the CO,
is released from the organic acids for use in the Calvin cycle.
Activity Photosynthesis in Dry Climates

photo-

The Importance of Photosynthesis: A Review
(pp. 197-198) Organic compounds produced by photosynthe-
sis provide the energy and building material for

TESTING UR KNOWLEDGE

Evolution Connection

Photorespiration can substantially decrease soybeans' photosyn-
thetic output by about 50%. Would you expect this figure to be
higher or lower in wild relatives of soybeans? Why?
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Scientific Inguiry
The diagram below represents an experiment with isolated chioro-
plasts. The chioroplasts were first made acidic by soaking them in
asolution a pH 4. After the thylakoid space reached pH 4, the
chioroplasts were transferred to a basic solution at pH 8. The
chioroplasts then made ATP in the dark. Explain this result.

How Does Paper Chroniatography Separate Plant
Pigments?
Is the Rate of Photosynthesis Measured?
LealJLab
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Science, Technology, and Society
CO, in the atmosphere traps heat and warms the air, just as clear
glass does in a greenhouse. Scientific evidence indicates that the
CO, added to the air by the burning of wood and fossil fuelsis
contributing to a rise in global temperature. Tropica rain forests are
estimated to be responsible for more [ban 20% of global phorosyr-
thesis. It seems reasonable to expect that the rain forests would re-
duce global warming by consuming large amounts of COj, but
many experts now think that rain forests make little or no net con-
tribution to reduction of global warming. Why might this be? (Hint:
What happens to the food produced by a rain forest tree when it it'
eaten by animals or the tree dies?)




Cell

Communication

[ Key Concepts

11.1 External signals are converted into responses
within the cell

1 12 Reception: A signal molecule binds to a
receptor protein, causing it to change shape

11.3 Transduction: Cascades of molecular
interactions relay signals from receptors to
target molecules in the cell

11.4 Response: Cell signaling leads to regulation
of cytoplasmic activities or transcription

Overview |
The Cdlular Internet

hiker dips and fdls down a steep ravine, injuring her

leg in the fal. Tragedy is averted when she is able to

pull out acdl phone and call for help. Cell phones, the

Internet, e-mail, instant messaging—no one would deny the
importance of communication in our lives. The role of commu-
nication in life at the cellular level is equally critical. Cell-to-cell
communication is absolutely essential for multicellular organ-
isms such as humans and oak trees. The trillions of cellsin a
multicellular organism must communicate with each other to
coordinate their activities in away that enables the organism to
develop from a fertilized egg, then survive and reproduce in
:urn. Communication between cellsis also important for many
unicellular organisms. Networks of communication between
cdls can be even more complicated than the World Wide Web.
In studying how cells signa to each other and how they in-
terpret the signals they receive, biologists have discovered
some universal mechanisms of cellular regulation, additional
evidence for the evolutionary relatedness of al life. The same
small set of cell-signaling mechanisms shows up again and

A Figure 11.1 Viagra (multicolored) bound to an enzyme
(purple) involved in a signaling pathway.

again in many lines of biologica research—from embryonic
development to hormone action to cancer. In one example, a
common cdl-Lo-cdl signaling pathway leads to dilation of
blood vessels. Once the signa subsides, the response is shut
down by the enzyme shown in purple in Figure 11.1. Also
shown is a multicolored molecule that bl ocks the action of this
enzyme and keeps blood vessels dilated. Enzyme-inhibiting
compounds like this one are often prescribed for treatment of
medica conditions. The action of the multicolored compound,
known as Viagra, will be discussed |ater in the chapter. Thesig-
nals received by cells, whether originating from other cells or
from changes in the physical environment, take various forms,
including light and touch. However, cells most often commu-
nicate with each other by chemical signals. In this chapter, we
focus on the main mechanisms by which cells recelve, process,
and respond to chemical signals sent from other cells.

External signals are converted
into responses within the cdll

What does a "talking" cell say to a "listening” cell, and how
does the latter cell respond to the message? Let's approach
these questions by first looking a communication among
microorganisms, for modern microbes are a window on the
role of cell signaling in the evolution of life on Earth.

Evolution of Cell Signaling

One topic of cdl "conversation” is sex—at least for the yeast
Saccharomyccscer evisiae, whichpeopl ehaveusedformillennia
to make bread, wine, and beer. Researchers have learned that
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cdls of this yeast identify their mates by chemica signaing.
There are two sexes, or mating types, called a and a (Figure
11.2). Cells of mating type a secrete a chemical signa called
a factor, which can bind to specific receptor proteins on
nearby a cells. At the same time, a cels secrete a factor,
which binds to receptors on a cells. Without actually enter-
ing the cells, the two mating factors cause the cells to grow
toward each other and bring about other cellular changes.
The result is the fusion, or mating, of two cells of opposite
type. The new a/a cell contains al the genes of both original
cells, a combination of genetic resources that provides ad-
vantages to the cell's descendants, which arise by subsequent
cel divisions.

How is the mating signal at the yeast cell surface changed,
or transduced, into a form that brings about the cellular re-
sponse of mating? The process by which a signa on a cdl's
surface is converted into a specific cellular response is a series
of steps cdled a signal transduction pathway. Many such
pathways have been extensively studied in both yeast and an-
imal cells. Amazingly, the molecular details of signal transduc-
tion in yeast and mammals are strikingly similar, even though

€ Exchange of hrecantoh ’ ,)"..: factor
mating 4 N =
factors. Bach N . a

N o
"? §
a facior
Yeast cell, Yeast call,
Inating type a Rating type w

#1 Mating. Binding
of the factors to
receptors
induces changes
in the celts that
lead to their
fusion.

@

E) New ajo cell,
The nucleds of
the fiized celi
‘ingludestl tha
genes from the
a and e cells

A Figure 11.2 Communication between mating yeast
cells. Saccharomyces cerevisiae cells use chemical signaling to identify
cells of opposite mating initiate the mating process. The two
mating types and corresponding chemical signals, mating
factors, are called a and a.
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the last common ancestor of these two groups of organisms
lived over a billion years ago. These similarities—and others
more recently uncovered between signaling systems in bacteria
and plants—suggest that early versions of the cell-signaling
mechanisms used today evolved well before the first multicel-
lular creatures appeared on Earth. Scientists think that signaling
mechanisms evolved first in ancient prokaryotes and single-
celled eukaryotes and were then adopted for new uses by their
multicellular descendants.

Local and Long-Distance Signaling

Like yeast cells, cells in a multicellular organism usually com-
municate via chemical messengers targeted for cells that may
or may not be immediately adjacent. Cells may communicate
by direct contact, aswe saw in Chapters 6 and 7. Both animals
and plants have cdl junctions that, where present, directly
connect the cytoplasms of adjacent cdls (Figure 11.33). In
these cases, signaling substances dissolved in the cytosol can
pass fredy between adjacent cells. Moreover, animal cells may
communicate via direct contact between membrane-bound
cdll surface molecules (Figure 11.3b). This sort of signding,
caled cell-cel recognition, is important in such processes as
embryonic development and the immune response.

In many other cases, messenger molecules are secreted by
the signaling cell. Some of these travel only short distances;
such local regulators influence cdls in the vicinity One class
of local regulators in animals, growthfactors, are compounds

Piasma (memhianes

_ﬁaég\mf@m—.ﬁ

.-Gap |unctions ] i o
betwein plart cafls

bedween animal cells

(a) Cell junctions. Both animals and picif:is flave il jurtions that
allow molecules to pass readily betwsar atacesit caiis witllout
... crossing olasma membranes. :

e e e
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(b} Cell-cell racagnition. Tw calls in an Srimal may communicats:
Ly interaction Batween miskecules protruding drom theit sitfaces, -

A Figure 11.3 Communication by direct contact between
cells.
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(a) Paracrine signaling. A secreting cell acts on (b) Synaptic signaling. A nerve cell releases
neurotransmitter molecules into a
synapse, stimulating the target cell,

nearby target cells by discharging molecules
of a local regulator (a growth factor, for
example) into the extracellular fluid.

A Figure 11.4 Local and long-distance cell communication in animals. In both local
and long-distance signaling, only specific target cells recognize and respond to a given chemical

sic nal.

that stimulate nearby target cells to grow and multiply.
Numerous cells can simultaneously receive and respond to
the molecules of growth factor produced by a single cdl in
their vicinity This type of local signding in animals is called
paracrinesignaling (Figure11.4a).

Another, more specialized type of local signaling called
synoptic signaling occurs in the animal nervous system, An
electrica signal along a nerve cdl triggers the secretion of a
chemical signal in the form of neurotransmitter molecules.
These diffuse across the synapse, the narrow space between
the nerve cell and its target cdll (often another nerve cell). The
neurotransmitter stimulates the target cell (Figure 11.4b).

Locd signaling in plantsisnot aswell understood. Because
of their cdll walls, plants must use mechanisms somewhat dif-
ferent from those operating locdly in animals.

Both animals and plants use chemicals caled hormones
for long-distance signaling. In hormonal signaling in animals,
;\\so known as endocrine signaling, speciaized cells release
hormone molecules into vessds of the circulatory system, by
which they travel to target cells in other parts of the body
(Figure11.4c). Planthormones (often called growth regul ators)
sometimes travel in vessels but more often reach their targets
by moving through cells (see Chapter 39) or by diffuson
through the air as a gas. Hormones vary widely in molecular
sze and type, as do local regulators. For instance, the plant
hormone ethylene, a gas that promotes fruit ripening and
helps regulate growth, is a hydrocarbon of only six atoms
(C2H4) that can pass through cell walls. In contrast, the mam-

Long-distance signaling

(c) Hormonal signaling. Specialized endocrine
cells secrete hormones into body fluids, often
the blood. Hormones may reach virtually all

body cdlls

malian hormone insulin, which regulates sugar levels in the
blood, is aprotein with thousands of atoms.

The transmission of a signa through the nervous system
can aso be considered an example of long-distance signaling.
An eectrica signal travels the length of a nerve cel and is
then converted back to a chemica signal that crosses the
synapse to another nerve cell. Here it is converted back into
an electrical signdl. In thisway, anerve signa can travel aong
a series of nerve cells. Since some nerve cdls are quite long,
the nerve signa can quickly travel great distances—from your
brain to your big toe, for example. This type of long-distance
signaling will be covered in detail in Chapter 48.

What happens when a cdll encounters a sgna? The signa
must be recognized by a specific receptor molecule, and the
information it carries must be changed into another form-
transduced—inside the cdll before the cell can respond. The
remainder of the chapter discusses this process, primarily as it
occursin animal cells.

The Three Stages of Cell Signaling: A Preview

Our current understanding of how chemica messengers act
viasignal transduction pathwayshad its originsin the pioneer-
ingwork of Earl W. Sutherland, whose research led to aNobel
Prizein 1971. Sutherland and his colleagues at Vanderbilt Uni-
versity were investigating how the anima hormone epineph-
rine stimulates the breakdown of the storage polysaccharide
glycogen within liver cells and skeletal muscle cells. Glycogen
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« Figure 11,5 Overview of cell T T
signaling. From the perspective of the cell Eﬁl;;ﬁ)AﬁELLLﬂ.Aﬂ

receiving the message, cell signaling can be
divided into three stages: signal reception,
signal transduction, and cellular response.
When reception occurs at the plasma
membrane, as shown here, the transduction
stage is usually a pathway of several steps,
with each molecule in the pathway bringing
about a change in the next molecule. The last
molecule in the pathway triggers the cell's
response. The three stages are explained in
the text.

breakdown releases the sugar glucose-1-phosphate, which the
odl converts to glucose-6-phosphate. The cdll (aliver ed], for
example) can then use this compound, an early intermediate in
glycolysis, for energy production. Alternatively, the compound
can be stripped of phosphate and released from the liver cell
into the blood as glucose, which can fud cells throughout the
body. Thus, one effect of epinephrine, which is secreted from
the adrend gland during times of physica or mental stress, is
the mobilization of fud reserves.

Sutherland's research team discovered that epinephrine
stimulates glycogen breakdown by somehow activating a
cytosolic enzyme, glycogen phosphorylase. However, when
epinephrine was added to a test-tube mixture containing the
enzyme and its substrate, glycogen, no breakdown occurred.
Epinephrine could activate glycogen phosphorylase only when
the hormone was added to a solution containing intact cells.
Thisresult told Sutherland two things. First, epinephrine does
not interact directly with the enzyme responsible for glycogen
breakdown; an intermediate step or series of steps must be oc-
curring inside the cell. Second, the plasma membraneis some-
how involved in transmitting the epinephrine signal.

Sutherland's early work suggested that the process going on
at the receiving end of a cellular conversation can be dissected
into three stages: reception, transduction, and response
(Figure 11.5):

O Reception. Reception is the target cel's detection of a
signal molecule coming from outside the cell. A chemi-
ca signal is "detected" when it binds to a receptor pro-
tein located at the cell's surface or inside the cell.

© Transduction. The binding of the signad molecule
changes the receptor protein in some way, initiating the
process of .transduction. The transduction stage converts
the signal to aform that can bring about a specific cellu-
lar response. In Sutherland's system, the binding of epi-
nephrine to a receptor protein in a liver cdl's plasma
membrane leads to activation of glycogen phosphory-
lase. Transduction sometimes occurs in a single step but
more often requires a sequence of changes in a series of
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different molecules—asignal transduction pathway. The
moleculesin the pathway are often called relay molecules.

€ Response. In the third stage of cell signaling, the trans-
duced signal findly triggers a specific cellular response.
The response may be aimost any imaginable cellular ac-
tivity—such as catalysis by an enzyme (for example,
glycogen phosphorylase), rearrangement of the cy-
toskeleton, or activation of specific genes in the nucleus.
The cell-signaling process helps ensure that crucial
activities like these occur in the right cells, at the right
time, and in proper coordination with the other cells ef
the organism. Well now explore the mechanisms of cdl
signaling in more detail.

Concept Check '

1. Explain how nerve cells provide examples of both
local and long-distance signaling.

2. When epinephrine is mixed with glycogen phos-
phorylase and glycogen in a test tube, is glucose-1-
phosphate generated? Why or why not?

For suggested answers, see Appendix A.

Reception: A signal molecule
binds to a receptor protein,
causing it to change shape

When we speak to someone, others nearby may hear our mes-
sage, sometimes with unfortunate consequences. However,
errors of this kind rarely occur among cells. The signals emit-
ted by anayeast cdl are "heard" only by its prospective mates,
a cells. Similarly, although epinephrine encounters many
types of cdls as it circulates in the blood, only certain target




and react to the hormone. A receptor protein on
in the target cell allows the cell to "hear" the signa and

spend to it. The signal molecule is complementary in shape
to a specific site on the receptor and attaches there, like a key
in alock or a substrate in the catalytic site of an enzyme. The
signal molecule behaves as aligand, the term for a molecule
that specificadly binds to another molecule, often a larger
one. Ligand binding generally causes a receptor protein to
undergo a change in conformation—-that is, to change
shape. For many receptors, this shape change directly acti-
vates the receptor, enabling it to interact with other cellular
molecules. For other kinds of receptors, the immediate effect
of ligand binding is to cause the aggregation of or more
receptor molecules, which leads to further molecular events
inside the cell.

Most signal receptors are plasma membrane proteins. Their
ligands are water-soluble and generdly too large to pass fredy
through the plasma membrane. Other signal receptors, how-
ever, are located inside the cell. We discuss these next, before
returning to membrane receptors.

Intracellular Receptors

Intracellular receptor proteins are found in either the cyto-
plasm or nucleus of target cells. To reach such a receptor, a
chemical messenger passes through the target cdl's plasma
membrane. A number of important signaling molecules can

this because they are either hydrophobic enough or small
enough to cross the phospholipid interior of the membrane.
Such hydrophobic chemical messengers include the steroid
hormones and thyroid hormones of animals. Another chemi-
cal signal with an intracellular receptor is nitric oxide (NO), a
gas, its very small molecules readily pass between the mem-
brane phospholipids.

The behavior of testosterone is representative of steroid
hormones. Secreted by cells of the testis, the hormone travels
through the blood and enters cells al over the In the
cytoplasm of target cells, the only cells that contain receptor
molecules for testosterone, the hormone binds to the recep-
La protein, activating it (Figure 11.6). With the hormone at-
tached, the active form of the receptor protein then enters the
nucleus and turns on specific genes that control mae
characterigtics.

How does the activated hormone-receptor complex turn
on genes? Recall that the genesin. a cel's DNA by be-
ing transcribed and processed into messenger RNA (mRNA),
which leaves the nucleus and is translated into a specific pro-
tein by ribosomes in the cytoplasm (see Figure 5.25). Specid
proteins called transcription factors control which genes are
turned on—that is, which genes are transcribed into mMRNA—

particular cell particular time. The testosterone re-
ceptor, when activated, acts a transcription factor that
turns on specific genes.

|0 The steroid
& | hormone testosterone
& | passes through the
S | plasma membrane.

in the cytoplasm,
| activating it.
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A Figure 11.6 Steroid hormone interacting with an
intracellular receptor.

By acting as a transcription factor, the testosterone receptor
itsdf carries out the complete transduction of the signal. Most
other intracellular receptors function in the same way, a-
though many of them are dready in the nucleus before the
signal molecule reaches them, (an example is the thyroid hor-
mone receptor). Interestingly, many of these intracellular re-
ceptof proteins are similar, suggesting an evolu-
tionary kinship. We will look more closely at hormones with
intracellular receptors in Chapter 45.

Receptors in the Plasma Membrane

Mogt water-soluble signal molecules bind to specific sites on
receptor proteins embedded in the cdl's plasma membrane.
Such a receptor transmits information from the extracellular
environment to the inside of the cell by changing shape or ag-
gregating when a specific ligand binds to it. We can see how
membrane receptors work by looking at three major types:
G-protein-linked receptors, receptor tyrosine kinases, and ion
channel receptors. These receptors are discussed and illus-
trated in Figure 11.7 on the next three pages; please study this
figure before going on.
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Figure 11.7

E o Membrane Receptors

G-PROTEIN-LINKED RECEPTORS

A G-protein-linked receptor
isaplasma membrane recep-
tor that works with the help of
aprotein caled a G protein.
Many different signal mole-
cules use G-protein-linked
receptors, including yeast
mating factors, epinephrine
and many other hormones,
and neurotransmitiers. These
receptors vary in their bind-
ing sites for recognizing signal
molecules and for recogniz-
ing different G proteinsinside
the cell. Nevertheless, G-protein-linked receptor proteins are all re-
markably similar in structure. They each have seven a helices span-
ning the membrane, as shown above.

G-protein-linked receptor

i Plasmia
i G-protein-linked
1 s ¥receptor, RFmCERE

i

Enzyme

CYTOPLASM

0 Loosely attached to the cytoplasmic side of the membrane, the G
protein functions as a molecular switch that is either on or off,
depending on which of two guanine nucleotides is attached, GDP
or GTP—hence the term G protein. (GTP, or guanosine
triphosphate, is similar to ATP.) When GDP is bound to the G
protein, as shown above, the G protein is inactive. The receptor and
G protein work together with another protein, usually an enzyme.

2 Activated =
-zi - enzyme - i@
: =

s

Cellular response

) The activated G protein dissociates from the receptor and diffuses
along the membrane, then binds to an enzyme and alters its
activity. When the enzyme is activated, it can trigger the next step
in a pathway leading to a cellular response.
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A large family of eukaryotic receptor proteins has this secondary
structure, where the single polypeptide, represented here as a rib-
bon, has seven transmembrane a helices, represented as cylinders
and depicted in a row for clarity. Specific loops between the helices
form binding sites for signal and G-protein molecules.

G-protein-linked receptor systems are extremely widespread aid
diverse in their functions, including roles in embryonic development
and sensory reception. In humans, for example, both vision and
smell depend on such proteins. Similarities in structure amo'ig
G proteins and G-protein-linked receptors of modern organisms
suggest [hat G proteins and associated receptors evolved very earl'/.

G-protein systems are involved in many human diseases, inclui-
ing bacteria infections. The bacteria that cause cholera, pertussis
(whooping cough), and botulism, among others, make their victims
ill by producing toxins that interfere \\iih G-protein function. Phar-
macologists now redlize that up to 60% of all medicines used today
exert their effects by influencing G-protein pathways.
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) When the appropriate signal molecule binds to the extracellular
side of the receptor, the receptor is activated and changes shape.
Its cytoplasmic side then binds an inactive G protein, causing a GTP
to displace the GDP. This activates the G protein.

0 The changes in the enzyme and G protein are only temporary,

because the G protein also functions as a GTPase enzyme and soon
hydrolyzes its bound GTP to GDP. Now inactive again, the G protein
leaves the enzyme, which returns to its original state. The G protein
is now available for reuse. The GTPase function of the G protein
allows the pathway to shut down rapidly when the signal molecule
is no longer present.

Continued on next page.




RECEPTOR TYROSINE KINASES

A receptor tyrosine kinase can trigger more than one signa trans-
duetion pathway at once, helping the cell regulate and coordinate
many aspects of cell growthand cell reproduction. Thisreceptor isone
of 3 major class of plasma membrane receptors characterized by
having enzymatic activity. A kinase is an enzyme that catalyzes the
transfer of phosphate groups. The part of the receptor protein extend-
ing into the cytoplasm functions as an enzyme, called tyrosinekinase,
thst catalyzesthe transfer of aphosphate group from ATP to the amino

Sinnel ———

malecyls ol
- Hafisin the
srBrhrane o

Receptor tyrosine
kinase proteins

CYTOPLASM (inactive monomers)

(| Many receptor tyrosine kinases have the structure depicted
schematically here. Before the signal molecule binds, the receptors
exist as individual polypeptides. Notice that each has an
extracellular signal-binding site, an a helix spanning the
membrane, and an intracellular tail containing multiple tyrosines.

Activated tyrosine-

kinase regions tyrosine-kinase

(unphosphorylated (phosphorylated
dimer) dimer)

Fully activated receptor

9 Dimerization activates the tyrosine-kinase region of each
polypeptide; each tyrosine kinase adds a phosphate from an ATP
molecule to a tyrosine on the tail of the other poiypeptide.

acid tyrosine on a substrate protein. Thus, receptor tyrosine kinases
are membrane receptors that attach phosphates to tyrosines.

One receptor tyrosine kinase complex may activate ten or more
different transduction pathways and cellular responses. The ability of
asingle hgand-binding event to trigger so many pathwaysisakey dif-
ference between receptor tyrosine kinases and G-protein-Lmked re-
ceptors. Abnormal receptor tyrosine kinases that dimerize eveninthe
absence of signa molecules may contribute to some kinds of cancer.

ﬂ The binding of a signal molecule (such as a growth factor) causes
two receptor polypeptides to associate closely with each other,
forming a dimer (dimerization).

relay proteins S

0 Now that the receptor protein is fully activated, it is recognized by

specific relay proteins inside the cell. Each such protein binds to a
5 5 \ 0 strictiral
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Figure 11.7 (continued)

3 Membrane Receptors

ION CHANNEL RECEPTORS

A ligand-gated ion channel is a type of membrane receptor, a region
of which can act as a "gate" when the receptor changes shape. When
a signal molecule binds as a ligand to the receptor protein, the gate
opens or closes, alowing or blocking the flow of specific ions, such
as Na' or Ca?*, through a channel in the receptor. Like the other re-
ceptors we have discussed, these proteins bind the ligand at a spe-
cific site on their extracellular side.

0 Here we show a o . -
ligand-gated ion Signii— et N
channel receptor mgle-:ule ¥ dlosed "_IG”? Q
that remains closed (ligarii] }‘ ; ,i_‘_ »]
until a ligand binds ' -
to it.

o)

Ligard-gate/""
ion channel receptor

# When the ligand folt® e
binds to the e i) i
receptor and the e "8‘.‘ e
gate opens, specific E . ‘ o S -
ions can flow '
through the channel ; y
and rapidly change ;’ r
the concentration of
that particular ion
inside the cell. This
change may directly
affect the activity of
the cell in some way.

Q -"e
g e Celluiar

o ° o™=

I£;sponse

) When the ligand B.H

dissociates from this iE

receptor, the gate ey | 3
closes and ions no L. NS
longer enter the e oL ’

cell

Ligand-gated ion channels are very important in the nervous system.
For example, the neurotransmitter molecules released at a synapse
between LWO nerve cells (see Figure 11.4b) bind as ligands to ion
channels on the receiving cell, causing the channels to open. lons
flow in and trigger an electrical signal that propagates down the
length of the receiving cell. Some gated ion channels are controlled
by electrical signals instead of ligands; these voltage-gated ion chan-
nels are also crucia to the funciioning of the nervous system, as we
will discuss in Chapter 48.

208 UNIT TWO  The Cell

Concept Check

1. Nerve growth factor (NGF) is a water-soluble signal

molecule, Would you expect the receptor for NGF
to be intracellular or in the plasma membrane?

For suggested answers, see Appendix A.

Transduction: Cascades of
molecular interactions relay
signals from receptors to target
molecules in the céll

When signa receptors are plasma membrane proteins, like
most of those we have discussed, the transduction stage of cell
signaling is usually a multisiep pathway. One benefit of suci
pathways is the possibility of greetly amplifying a signd, f
some of the molecules in a pathway transmit the sgnad t>
multiple molecules of tbe next component in the series, the
result can be a large number of activated molecules at the end
of the pathway In other words, a smal number of extracellu-
lar signal molecules can produce a large cellular response.
Moreover, muitistep pathways provide more opportunities for
coordination and regulation than simpler systems do, as well
discuss later.

Signal Trangduction Pathways

The binding of a specific signal molecule to a receptor in the
plasma membrane triggers the first step in the chain of molec-
ular interactions—the signal transduction pathway—that
leads to a particular response within the cell. Like faling
dominoes, the signa-activated receptor activates another pro-
tein, which activates another molecule, and so on, until the
protein that produces the final cellular response is activated.
The molecules that relay a signa from receptor to response,
which we cal relay molecules in this book, are mostly pro-
teins. The interaction of proteins is a major theme of cdl sg-
naling. Indeed, protein interaction is a unifying theme of al
regulation at the cellular level.

Keep in mind that the origina signal molecule is not phys-
icaly passed along a signaling pathway; in most cases, it
never even enters the cell. When we say that the signal is re-
layed aong a pathway, we mean that certain information is
passed on. At each step, the signal is transduced into a differ-
ent form, commonly a conformational change in a protein.
Vay often, the conformational change is brought about by
phosphorylation.




Protein Phosphorylation
and Dephosphorylation

Previous chapters introduced the concept of activating a pro-
tein by adding one or more phosphate groups to it (see Figure
8.11). In Figure 11.7, we have aready seen how phosphory-
lation is involved in the activation of receptor tyrosine ki-
nases. in fact, the phosphorylation and dephosphorylation of
proteins is a widespread cellular mechanism for regulating
protein activity. The general name for an enzyme that transfers
phosphate groups from ATP to a protein is protein kinase.
Recdll that receptor tyrosine kinases phosphorylate other re-
ceptor tyrosine kinase monomers. Most cytoplasmic protein
kinases, however, act on proteins different from themselves.
Another distinction is that most cytoplasmic protein kinases
phosphorylate either the amino acid serine or threonine,

- Sgnal mitlecals

Receptor

rather than tyrosine. Such serine/threonine kinases are widely
involved in signaing pathways in animals, plants, and fungi.
Many of the relay moleculesin signal transduction pathways
are protein kinases, and they often act on other protein kinases
in the pathway. Figure 11.8 depicts a hypothetical pathway
containing three different protein kinases, which create a
"phosphorylation cascade." The sequence shown is similar to
many known pathways, including those triggered in yeast by
mating factors and in animal cells by many growth factors. The
signal is transmitted by a cascade of protein phosphorylations,
each bringing with it a conformational change. Each shape
change results from the interaction of the newly added phos-
phate groups with charged or polar amino acids (see Figure
5.17). The addition of phosphate groups often changes a pro-
tein from an inactive form to an active form (although in other
cases phosphorylation decreases the activity of the protein).

_+Activated relay 3 O "' molecule
molecule s\ activates protein kinase 1.

i
%

@ Active protein kinase 1
transfers a phosphate from ATP ™
¢ to an inactive molecule of %
protein kinase 2, thus activating M

0 Enzymes called protein
phosphatases (PP)

catalyze the removal of
the phosphate groups
from the proteins,

making them inactive

and available for reuse.

this second kinase. N %
5
%
0,
0
%
0 Active protein kinase 2 '\_Oﬁr
| then catalyzes the phos- b b}]‘r
phorylation (and activation) of %, "%,
p>rotein kinase 3. i

Q Finally, active protein ™,
kinase 3 phosphorylates a
protein (pink) that brings x
about the cell's response to ~ *
the signal.

Cellular
response

A. Figure 11.8 A phosphorylation cascade. In a phosphorylation cascade, a series of different
molecules in a pathway are phosphorylated in turn, each molecule adding a phosphate group to the
nextone in line. The active and inactive forms of each protein are represented by different shapes to
remind you that activation is usually associated with a change in molecular conformation.
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The importance of prolein kinases can hardly be over-
stated. About of to code for
protein kinases. A single cell may have hundreds of different
kinds, each specific for a different substrate protein. Together,
they probably regulate a large proportion of the thousands of
proteins in a cell. Among these are most of the proteins that,
in turn, regulate cell reproduction. Abnormal such
akinase can cause abnormal cell growth contribute to the
development of cancer.

Equally important phosphorylation cascade the
protein phosphatases, enzymes that can rapidly remove phos-
phate groups from proteins, a process caled dephosphorylation.
By dephosphorylating and thus inactivating protein kinases,
phosphatases provide the mechanism for turning of the

pathway when the initial signa is no longer
present. Phosphatases also make
for reuse, enabling the cell to respond again to an extracellular
sgnd. aprotein regulated
by phosphorylation depends on the balance in the cell between
active kinase molecules and active phosphatase molecules. The
phosphorylation/dephosphorylation system acts as a molecu-
lar switch in cell, turning activities on or off as required.

Small Molecules and lons
as Second Messengers

al components of signa transduction pathways are pro-
teins. sgnaling

water-soluble molecules or ions called second messengers.

(The extracellular signa molecule that binds to the membrane

Because second

messengers are both small and water-soluble, they readily

well

see messenger caled cyclic AMP that
carries initiated by epinephrine from the plasma
membrane liver or muscle cdl into the cdll'sinterior, where
Second messengers partici-

pate in pathways initiated by both G-protein-linked receptors

Adenyiyl {cyciase

Pyrophosphate

ATP

(EKE), + cr "o

and receptor tyrosine kinases. The two most widely used sec-
ond messengers are cyclic AMP and calcium ions, Ca?*. A
large variety of relay proteins are sengitive to the cytosolic con-
centration of one or the other of these second messengers.

Cyclic AMP

Once Earl Sutherland had established that epinephrine some-
how causes glycogen breakdown without passing through the
plasma membrane, the search began for the second messenger
(he coined the term) that transmits the signa from the plasma
membrane to the metabolic machinery in the cytoplasm.

Sutherland found that the binding of epinephrine to the
plasma membrane of a liver cdl elevates the cytosolic concen-
tration of acompound caled cydlic adenosine mono phosphate,
abbreviated cyclic AMP or cAMP (Figure 11.9). An enzyme
embedded in the plasma membrane, adenylyl cyclase, con-
verts ATP to cAMP in response to an extracellular signal—in
this case, epinephrine. But the epinephrine doesn't stimulaie
the adenylyl cyclase directly When epinephrine outside tie
cdll binds to a specific receptor protein, the protein activates
adenylyl cyclase, which in turn can catalyze the synthesis of
many molecules of CAMP In this way, the normal cellular con-
centration of CAMP can be boosted twentyfold in a matter ol
seconds. The cCAMP broadcasts the signd to the cytoplasm. It
does not persist for long in the absence of the hormone, be-
cause another enzyme, caled phosphodiesterase, converts the
CcAMP to AMP Another surge of epinephrine is needed to boost
the cytosolic concentration of CAMP again.

Subsequent research has revealed that epinephrine is onl/
one of many hormones and other signal molecules that trig-
ger the formation of CAMP. It has dso brought to light th;
other components of CAMP pathways, including G proteins,
G-protein-linked receptors, and protein kinases (Figur;
11.10). The immediate effect of CAMP is usually the acti-
vation of asenne/threoninekinase called protein kinase A. The
activated kinase then phosphorylates various other proteins,
depending on the cdl type. (The complete pathway for

Phosphodiesterase

aH O O

Cyclic AMP ANP

A Figure 11.9 Cyclic AMP. The second messenger cyclic AMP (cAMP) is made from ATP by
adenylyl cyclase, an enzyme embedded in the plasma membrane. Cyclic AMP is inactivated by

phosphodiesterase, an enzyme that converts it to AMP.
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" = Firs-messenger
(signal molecule
ST a5 epinephiael M_P-HI!YI
G protein cytlase

-

ii Figure 11.10 cAMP as a P
second messenger in a G- FAMI ?::;:':qpf
protein-signaling pathway. v :
The first messenger activates a N
G-protein-linked receptor, which

activates a specific G protein. In

turn, the G protein activates

iidenylyl cyclase, which catalyzes /
1 he conversion of ATP to CAMP. ¥
The cAMP then activates another T
protein, usually protein kinase A. SpetiLiElled

epinephrine's stimulation of glycogen breakdown is shown
laer, in Figure 11.13))

"Further regulation of cell metabolism is provided by other
G-protein systems that inhibit adenylyl cyclase. In these sys-
tems, a different signa molecule activates a different receptor,
which activatesaninhibitory G protein.

Now that we know about the role of CAMP in G-protein-
signaing pathways, we can explain in molecular detail how
certain microbes cause disease. Consider cholera, a disease
that is frequently epidemic in places where the water supply is
contaminated with human feces. People acquire the cholera
bacterium, Vibrio cholerae, by drinking contaminated water.
1 he bacteria colonize the lining of the small intestine and pro-
duce a toxin. The choleratoxin is an enzyme that chemicaly
modifies a G protein involved in regulating salt and water se-
cretion. Because the modified G proteinisunable to hydrolyze
GTP to GDP, it remains stuck in its active form, continuously
stimulating adenylyl cyclase to make cCAMP The resulting high
concentration of CAMP causes the intestinal cells to secrete
large amounts of water and sdlts into the intestines. An in-
fected person quickly develops profuse diarrhea and if Ieft un-
treated can soon die from the loss of water and salts.

Our understanding of signaing pathways involving cyclic
AMP or related messengers has alowed us to develop treat-
ments for certain conditions in humans. One such pathway
uses cyclic GMP, or cGMP, as a signaling molecule; its effects
include relaxation of smooth muscle cdls in artery walls. A
compound that inhibits the hydrolysis of cGMP to GMP, thus
prolonging the signal, was originaly prescribed for chest
pains because it increased blood flow to the heart muscle. Un-
der the trade name Viagra (see Figure 11.1), this compoundis
now widely used as a treatment for erectile dysfunction. Via
gra causes dilation of blood vessels, which allows increased

blood flow to the penis, optimizing physiological conditions
for penile erections.

Calcium lons and Inositol Trisphosphate (IP3)

Many signal molecules in animals, including neurotransmit-
ters, growth factors, and some hormones, induce responses in
their target cells via signal transduction pathways that increase
the cytosolic concentration of calciumions (Ca?*). Calciumis
even more widely used than cAMP as a second messenger.
Increasing the cytosolic concentration of Ca®* causes many
responses in animal cells, including muscle cell contraction,
secretion of certain substances, and cell division. In plant
cells, awide range of hormonal and environmental stimuli can
cause hrief increases in cytosolic Ca:* concentration, trigger-
ing various signaling pathways, such as the pathway for
greening in response to light (see Figure 39.4). Cels use Ca
as a second messenger in both G-protein and receptor tyro-
sine kinase pathways.

Although cells always contain some Ca**, this ion can
function as a second messenger because its concentration in
the cytosol is normally much lower than the concentration
outside the cell (Figure 11.11). In fact, the level of Ca®* in

EXTRACELLULAR ¢
& 'EEQ

Plasma
o Emare

SATPT™ pump

Mitochondrion \

i ' Mudeus s :.
CYTOSOL
S - = '-‘Ca""
=
= A pump
e —-Endoplasrnic
reticulum (ER)
£~ Calt
pump
- Key High [Ca*"] Law [C

A Figure 11.11 The maintenance of calcium ion
concentrations in an animal cell. The Cs** concentration in the
cytosol is usually much lower (light blue) than in the extracellular fluid
and ER (darker blue). Protein pumps in the plasma membrane and the
ER membrane, driven by ATP, move Ca?* from the cytosol into the
extracellular fluid and into the lumen of the ER. Mitochondria! pumps,
driven by chemiosmosis (see Chapter 9), move Ca*' into mitochondria
when the calcium level in the cytosoi rises significantly.
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+ Figure 11.12 Calcium and IPs in Q A signal molecule binds © PhosphoNpase C cleaves a © DAG functions as
signaling pathways. Calcium ions (Ca*") to a receptor, leading to plasma membrane phospholipid  a second messenger
and inositol trisphosphate (IPs) function as activation of phospholipase C. called PIP, into DAG and IP,. in other pathways.
second messengers in many signal - — e = z :
transduction pathways. In this figure, the [P s

process is initiated by the binding of a signal
molecule to a G-protein-linked receptor. A
receptor tyrosine kinase could also initiate this
pathway by activating phospholipase C.

the blood and extracellular fluid of an
animal often exceeds that in the cytosol
by more than 10,000 times. Calcium
ions are actively transported out of the
cdl and are actively imported from the
cytosol into the endoplasmic reticulum
(and, under some conditions, into mi-
tochondria and chloroplasts) by vari-
ous protein pumps (see Figure 11.11). e B
As a result, the cacium concentration gﬂmﬁ% O oo
in the ER is usualy much higher than il . E L == eio—>

e

that in the cytosol. Because the cytoso- P

lic calcium level is low, a small change

in absolute numbers of ions represents EYTOSOL | 0

a relatively large percentage change in = — —r = e s
calcium concentration. 0 IP; quickly diffuses through 0 Calcium ions flow out of © The calcium ions

: ; the cytosol and binds to an IPs- the ER (down their con- activate the next
In reSponse_ to aSgnd rdayed by aSQ' gated calcium channel in the ER centration gradient), raising protein in one or mor=
nal transduction pathway, the cytosolic  membrane, causing it to open. the Ca” level in the cytosol.  signaling pathways.

cacium level may rise, usualy by amech-

anism that rdleases Ca~ from the cdl's ER. The pathways lead-
ing to calcium release involve dill other second messengers,
inositol trisphosphate (1Ps) and diacylglycerol (DAG). These
two messengers are produced by deavage of a certain kind of ! - }
phospholipid in the plasma membrane. Figure 11.12 shows Response. Cdl Slgnal Ing leads

?ow tnisggctérs and TE{;W 1P; t?eifmwit;fthe _rdmof cﬁ/\([zium to regu| ation of Cytop| asmic
rom the ecause |P3 acts before caciumin t R B Py

calcium could be considered a"third messenger.” chNp:/er,z?— activities or transcri ptl on

entists use the “?'m second n‘gNngef for ail small, nonprotem We now take a closer look &t the cell's subsequent response to
components of signal transdiction pathways. an extracellular signal—what some researchers cal the "out-
put response-" What is the nature of the final step in asignal-
ing pathway?

Concept Check

What is a protein kinase, and what isitsrolein a Cytoplasmic and Nuclear Responses

signd transduction pathway?

2. When a signal transduction pathway involves a
phosphorylation cascade, how does the cdl's
response get turned off?

3. Upon activation of phospholipase C by Hgand binding

=

Ultimately, a signal transduction pathway |eads to the regula
tion of one or more cellular activities. The response may occui
in the cytoplasm or may involve action in the nucleus.

In the cytoplasm, asignal may cause, for example, the open-
ing or closing of an ion channel in the plasma membrane or a

to areceptor, what effect does the I1P;-gated calcium h = 2 =
+ * e ange in cell metabolism. As we have discussed dreedy, the
e response of liver cells to signaling by the hormone epinephrine
For suggested answers, see Appendix A. helps regulate cellular energy metabolism. The fina step in

the signaling pathway activates the enzyme that catalyzes the
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breakdown of glycogen. Figure 11.13 shows the complete
pathway leading to the release of glucose-1-phosphate from
glycogen. Note that a each step Lhe response is amplified, as
wewill discuss later.

Many other signaling pathways ultimately regulate not the
activity of enzymes but the synthesis of enzymes or other pro-
teins, usually by turning specific genes on or df in the nu-
cleus. Like an activated steroid receptor (see 11.6), the
find activated molecule in a signaing pathway function
as a transcription factor. Figure 11.14 shows an example in
which a signaling pathway activates a transcription factor that
turisagene on: The response to the growth factor signal isthe
synthesis of MRNA, which will be trandated in the cytoplasm
into a specific protein. In other cases, the transcription factor

1 Reception |

Sinding of epinephrine 0 Geprotélndinked receptor (1 moleciile).

Transduction

Inagtive G pr

Bitive & n (107 melecules)

Inactive adenylyl cyciase
Active adehyiy! cyciase (10%)

AP A
Cyclic AMP (10%)

inactive protein kinase A
Active protein kinase A (10%)

Inactive phosphorylase @

Active phosphorylase kinase {10°]

Inactive glycogen phosphorylase
Active glycogen phosphorylase (10°)

)

ogen f

Glucose-I -phosphate
(10° molecules)

Response |

A Figure 11.13 Cytoplasmic response to a signal: the
stimulation of glycogen breakdown by epinephrine. In this
s gnaling system, the hormone epinephrine acts through a G-protein-
linked receptor to activate a succession of relay molecules, including
cAMP and two protein kinases (see also Figure 11.10). The final protein
to be activated is the enzyme glycogen phosphorylase, which releases
¢;lucose-1-phosphate units from glycogen. This pathway amplifies the
hormonal signal, because one receptor protein can activate about 100
molecules of G protein, and each enzyme in the pathway can act on
many molecules of its substrate, the next molecule in the cascade. The
number of activated molecules given for each step is approximate.

might regulate a gene by turning it off. Often a transcription
factor regulates severa different genes.

All the different kinds of signal receptors and relay mol-
ecules introduced in this chapter participate in various
gene-regulating pathways, as well as in pathways leading to
other kinds of responses. The molecular messengers that
produce gene regulation responses include growth factors
and certain plant and animal hormones. Malfunctioning of
growth factor pathways like the one in Figure 11.14 can
contribute to the development of cancer, as we will see in
Chapter 19.

Fine-Tuning of the Response

Why are there often so many steps between a signaling event
a the cell surface and the cdl's response? As mentioned
ealier, signaling pathways with a multiplicity of steps have

Growih factor —
L s [ Receptions

— fEceptir

Transduction |

e
Inactive. =~
transcription f\ﬁl\‘a !
factor trEnsoription 2. I
factor \—\\‘- ", Response |
L =
W NN,
AT R
© NUCLEUS BiEhA “__{; -

,4 Figure 11.14 Nuclear responses to a signal: the
activation of a specific gene by a growth factor. This
diagram is a simplified representation of a typical signaling pathway
that leads to the regulation of gene activity in the cell nucleus. The
initial signal molecule, a local regulator called a growth factor, triggers
a phosphorylation cascade. (The ATP molecules that serve as sources of
phosphate are not shown.) Once phosphorylated, the last kinase in the
sequence enters the nucleus and there activates a gene-regulating
protein, a transcription factor. This protein stimulates a specific gene so
that an mRNA is synthesized, which then directs the synthesis of a
particular protein in the cytoplasm.
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two important benefits: They amplify the signal (and thus the
response), and they contribute to the specificity of response.

Signal Amplification

Elaborate enzyme cascades amplify the cdl's response to a sig-
nal. At eech catalytic step in the cascade, the number of acti-
vated products is much greater than in the preceding step. For
example, in the epinephrine-triggered pathway in Figure
11.13, each adenylyl cyclase molecule catalyzes the formation
of many cAMP molecules, each molecule of protein kinase A
phosphorylates many molecules of the next kinase in the path-
way and s0 on. The amplification effect stems from the fact
that these proteins persist in the active form long enough to
process numerous molecules of substrate before they become
inactive again. As a result of the signd's amplification, a small
number of epinephrine molecules binding to receptors on the
surface of a liver cell or muscle cdl can lead to the release of
hundreds of millions of glucose molecules from glycogen.

TheSpecificityof Cell Sgnaling

Consider two different cells in your body—a liver cell and a
heart muscle cdll, for example. Both are in contact with your
bloodstream and are therefore constantly exposed to many dif-
ferent hormone molecules, as well as to local regulators
secreted by nearby cells. Ye the liver cell responds to some sig-
nals but ignores others, and the same is true for the heart cell.
And some kinds ol signals trigger responses in both cdls—hbut
different responses. For instance, epinephrine stimulates the
liver cel to break down glycogen, but the main response of the
heart cdll to epinephrine is contraction, leading to a more rapid
heartbeat. How do we account for this difference?

The explanation for the specificity exhibited in cellular re-
sponses to signals is the same as the basic explanation for vir-
tually dl differences between cells: Different kinds of cellshave
different collections of proteins (Figure 11.15). The response of a
particular cell to a Sgnd depends on its particular collection
of signal receptor proteins, relay proteins, and proteins
needed to carry out the response. A liver cel, for example, is
poised to respond appropriately to epfnephrine by having the
proteinslisted in Figure 11.13 aswell asthose needed to man-
ufacture glycogen.

Thus, two cells that respond differently to the same signd
differ in one or more of the proteins that handle and respond
to the signal Notice in Figure 11.15 that different pathways
may have some molecules in common. For example, cells A,
B, and C dl use the same receptor protein for the orange sig-
na molecule; differences in other proteins account for their
differing responses. In cdl D, a different receptor protein is
used for the same signal molecule, leading to yet another re-
sponse. In cdl B, a pathway that is triggered by asingle kind
of signa diverges to produce two responses; such branched
pathways often involve receptor tyrosine kinases (which can
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activate multiple rdlay proteins) or second messengers (w”ich
can regulate numerous proteins). In cel C, two pathways trig-
gered by separate signads converge to modulate a single re-
sponse. Branching of pathways and "cross-talk" (interact on)
between pathways are important in regulating and coordinat-
ing a cdl's responses to information coming in from different
sources in the body Moreover, the use of some of the same
proteins in more than one pathway allows the cell to econo-
mize on the number of different proteins it must make.

st Nl s R S SRR e
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Response 1 Response 2 Response 3

Cell A. Pathway leads
to a single response

Cell B. Pathway branches,
leading to two responses

el

|
)
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<
!

Response 4 Response 5

Cell C. Cross-talk occurs
between two pathways

Cell D. Different receptor
leads to a different response

A Figure 11.15 The specificity of cell signaling. The
particular proteins a cell possesses determine what signal molecules it
responds to and the nature of the response. The four cells in these
diagrams respond to the same signal molecule (orange) in different
ways because each has a different set of proteins (purple and teal
shapes). Note, however, that the same kinds of molecules can
participate in more than one pathway.




SgiialingEfficiency: ScaffoldingProteins
and Signaling Complexes

The srgnding pathwaysin Figure 11.15 (aswell as some of the
other pathway depictions in this chapter) are greatly simpli-
fied The diagrams show only a few relay molecules and, for
clarity's sake, display these molecules spread out in the cy-
tosol. If this were true in the cell, signaling pathways would
operate very inefficiently because most relay molecules are
proteins, and proteins are loo large to diffuse quickly through
the viscous cytosol. How does a particular protein kinase, for
instance, find its substrate?

decent research suggests thai the efficiency of signd trans-
duction may in many cases be increased by the presence of
scaffolding proteins, large relay proteins to which severa
other relay proteins are simultaneously attached. For example,
one scaffolding protein isolated from mouse brain cells holds
three protein kinases and carries these kinases with it when it
binds to an appropriately activated membrane receptor; it thus
facilitates a pecific phosphorylalion cascade (Figure 11.16). In
fact, researchers are finding scaffolding proteins in brain cells
that permanently hold together networks of signaling-pathway
proteins a synapses. This hardwiring enhances the speed and
accuracy of signal transfer between cells.

When signaling pathways were first discovered, they were
thought to be linear, independent pathways. Our understand-
ing of the processes of cellular communication has benefited
from ihe redlization that things are not that smple. In fact, as
setn in Figure 1115, some proteins may participate in more
than one pathway, either in different cell types or in the same
cell at different times or under different conditions. This view
underscores the importance of permanent or transient protein
complexes in the functioning of a cell.

The importance of the relay proteins that serve as points
oi branching or intersection in signaling pathways is high-
lighted by the problems arising when these proteins are de-
fective or missing. For instance, in an inherited disorder
called Wiskott-Aldrich syndrome (WAS), the absence of a
single relay protein leads to such diverse effects as abnormal
bleeding, eczema, and a predisposition to infections and
leukemia. These symptoms are thought to arise primarily
from the absence of the protein in cells of the immune sys-
tem. By studying normal cells, scientists found that the
WAS protein is located just beneath the cell surface. The
protein interacts both with microfilamentsof the cytoskele-
ton and with severa different components of signaling
pathways that relay information from the cell surface, in-
cluding pathways regulating immune cell proliferation. This
multifunctional relay protein is thus both a branch point
and an important intersection point in a complex signal
transduction network that controls immune cell behavior.
When the WAS protein is absents the cytoskeleton is not
properly organized and signaing pathways are disrupted,
leading to the WAS symptoms.
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membrane

'~ moiecuie "~>

Receptor

Three
~) different
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5 A kinases
Scaffolding---"' et
protein s

A Figure 11.16 A scaffolding protein. The scaffolding protein
shown here (pink) simultaneously binds to a specific activated
membrane receptor and three different protein kinases. This physical
arrangement facilitates signal transduction by these molecules.

TerminationoftheSgnal

To keep Figure 11.15 simple, we have not indicated the inac-
tivation mechanisms that are an essential aspect of cell signal-
ing. For a cell of a multicellular organism to remain aert and
capable of responding to incoming signals, each molecular
change in its signaling pathways must last only a short time.
Aswe saw in the cholera example, if asignaling pathway com-
ponent becomes locked into one state, whether active or inac-
tive, dire consequences for the organism can resullt.

Thus, akey to acdl's continuing receptiveness to regulation
is the reversibility of the changes that signals produce. The
binding of sgna molecules to receptors is reversible, with the
result that the lower the concentration of signal molecules,
the fewer will be bound a any given moment. When signal
molecules leave the receptor, the receptor reverts to its inac-
tive form. Then, by avariety of means, the relay molecules re-
turn to their inactive forms: The GTPase activity intrinsic to a
G protein hydrolyzes its bound GTP; the enzyme phosphodi-
esterase converts CAMP to AMP; protein phosphatases inacti-
vate phosphorylated kinases and other proteins; and so forth.
As aresult, the cel is soon ready to respond to a fresh signdl.

This chapter has introduced you to many of the general
mechanisms of cell communication, such as ligand binding,
conformational changes, cascades of interactions, and protein
phosphorylation. As you continue through the text, you will
encounter numerous examples of cell signaling.

cep

1. How can atarget cell's response to a hormone be
amplified more than a millionfold?

2. Explain how two cells with different scaffolding pro-
teins could behave differently in response to the
same signaling molecule.

For suggested answers, see Appendix A.
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Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, Investigations, and other interactive study aids.

SUMMARY OF KEY CONCEPTS

External signals are converted into responses within
the cel
Evolution of Cell Signaling (pp. 201-202) Signaling in mi-

crobes has much in common with processes in multicelluiar or-
ganisms, suggesting an early origin.

Local and Long-Distance Signaling (pp. 202-203) In lo-
ca signaling, animal cells may communicate by direct contact or
by secreting locd regulators', such as growth factors or neuro-
iransniitters. For signaling OUT long distances, both animals and
plants use hormones; animals aso signa along nerve cells.
Investigation How Do Cells Communicate, with Each Other?

The Three Stages of Cell Signaling: A Preview

(pp. 203-204) Earl Sutherland discovered how the hormone
epinephrine acts on cells. The signal molecule epinephrine
binds to receptors on a cel's surface (reception), leading to a
series of changes in the receptor and oiher molecules inside the
cell (transduction) and finaly to the activation of an enzyme
that breaks down gfycogen «; response).

Activity Overview of Cell Sgnaling

[ Concept 7 = |

Reception: A signa molecule binds to areceptor
protein, causing it to change shape

The binding signal molecule (ligand) and receptor is
highly specific. A conformational change in areceptor is often
the initia transduction of the signal (pp. 204-205).

Intracellular Receptors (p. 205) Intracellular receptors are

cyloplasmic or nuclear proteins. Signal molecules that are small

or hydrophobic and can readily cross the plasma membrane use
these receptors.

Receptors in the Plasma Membrane (pp. 205-208) A
receptor is a membrane receptor that works
with the help of G protein. Ligand binding acti-
vates the receptor, which then activates a specific G
protein, thus propagating the sig-
nal along asignal transduction pathway.

Receptor tyrosine kinases react to the binding of signal mole-
cules by forming dimers and then adding phosphate groups to
tyrosines on the cytoplasmic side of the other subunit of
receptor. Relay proteins in the cell can then be activated by
binding to different phosphorylated tyrosines, alowing this
receptor to trigger severa pathways at once.

signal ligand-gated ion channelsin
or close, regulating the flow of specific ions.
Activity Reception

Transduction: Cascades of molecular interactions relay
signas from receptors to target molecules in the cell
« Signal Transduction Pathways (p. 208) At each stepin a

pathway, the signal is transduced into a different form, com-
monly a conformational change in a protein.
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« Protein Phosphorylation and Dephosphorylation
(pp- 209-210) signal transduction pathways include
phosphorylation cascades, in which a series of protein kinases
each add a phosphate group to the next one in line, activating
Phosphatase enzymes soon remove the phosphates.

« Small Molecules and lons as Second Messengers

(pp. 210-212) Second messengers, such as cyclic AMP (CAMP)
and Ca®', diffuse through the cytosol and thus help
broadcast signals quickly Many G proteins activate adenylyl
cyclase, makes cAMP ATP Cells use Ca** asa

both G-protein and tyrosine kinase pathways.
The tyrosine kinase pathways can aso involve two other secend
messengers. DAG and |Ps. |P; can trigger a subsequent increase
in Ca? levels.
Activity Sgnal Transduction Pathways

Response: Cell signaling leads to regulation of
cytoplasmic activities or transcription

Cytoplasmic and Nuclear Responses (pp. 212-213) In

the cytoplasm, signaling pathways regulate, for example,
activity and cytoskeleton rearrangement. Other pathways

regulate genes by activating transcription proteins

turn specific genes on or

Activity Cellular Responses

Activity Build a Sgnaling Pathway

Fine-Tuning of the Response (pp. 213-215) Each cataytic
protein in a signaling pathway amplifies the signal by activatirg
multiple copies of the next component long

the total amplification may be a more.
The particular combination of proteins in a cell gives the cell
great specificity in both the signals it detects and the

Scaffolding proteins can increase signal transduc-

tion efficiency. Pathway branching and cross-talk further help
the cell coordinate incoming signals. Signal response is termi-
nated quickly by the reversa of ligand binding.

TESTING YOUR KNOWLEDGE l

Evolution Connection

You learned in this chapter that cell-to-cell signaling is thought
to have arisen early in the history of life, because the same
mechanisms of signaling are found in distantly related organ-
isms. But why hasn't some "better" mechanism arisen? Is it too
difficult to evolve wholly new signaling mechanisms, or are ex-
isting mechanisms simply adequate and therefore maintained?
Put another way. do superior signaling mechanisms need to
evolve if existing mechanisms are adequate and effective? Why
or why not?




Scientific Inquiry
Epiiephrine initiates a signal transduction pathway that involves
production of cyclic AMP (cAMP) and leads to the breakdown of
glycogen to glucose, a major energy source for cells. But glycogen
breakdown is actually part of a "fight-or-flight response" that
epinephrine brings about; the overall effect on the body includes
increased heart rate and alertness, as well as a burst of energy.
Gi\ en that caffeine blocks the activity of cCAMP phosphodiesterase,
propose a mechanism by caffeine ingestion leads to height-
ened aertness and sleeplessness.

How Do Ceils Communicate with Each Other?

Science, Technology, and Society
The aging process is thought to be initiated at the cellular level.
Among the changes that can occur after a certain number of cell di-
visions is the loss of a cell's ability to respond to growth factors arid
other chemical signals. Much research into aging is aimed at under-
standing such losses, with the ultimate goa o\ significantly extend-
ing the human life span. Not everyone, however, agrees that thisis
a desirable goal. If life expectancy were greatly increased, what
might be the social and ecological consequences? How might we
cope with them?
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The Cell Cycle

Key Concepts

12.1 Cell division results in genetically identical
daughter cells

12.2 The mitotic phase alternates with interphase
in the cell cycle

12.3 The cell cycleis regulated by a molecular
control system

Overview

The Key Roles of Cell Division

he ability of organisms to reproduce their own kind is
the one characteristic that best distinguishes living
things irom nonliving matter. This unique capacity to
procreate, like al biological functions, has a cellular basis.
Rudoalf Virchow, a German physician, put it this way in 1855:
"Where a cdl exists, there must have been a preexisting cell,
just as the animal arises only from an animal and the plant

A Figure 12.1 Chromosomes in a dividing cell.

only from a plant.” He summarized this concept with the
Latinaxiom"Omniscdlulaecellula," meaning "Every cel from
a cel." The continuity of life is based on the reproduction c f
cells, or cell division. The series of fluorescence micrographs
in Figure 121 follows an anima cdl's chromosomes, from
lower left to lower right, as one cell divides into two.

Cdl division plays severd important roles in the life of an
organism. \When a unicellular organism, such as an amoeba,
divides and forms duplicate offspring, the division of one cell
reproduces an entire organism (Figure 12.2a). Cel division
on a larger scale can produce progeny from some multicellu -
lar organisms (such as plants that grow from cuttings). Cell di-
vision also enables sexudly reproducing organisms to develop
from a single cel—the fertilized egg, or zygote (Figure 12.2b)
And after an organism is fully grown, cdll division continues
to function in renewal and repair, replacing cells that die from
normal wear and tear or accidents. For example, dividing cells
in your bone marrow continuously make new blood cdl?
(Figure 12.2c)

200 fam
—

(a) Reproduction. An amoeba, a single-celled
eukaryote, is dividing into two cells. Each
new cell will be an individual organism (LM).

A Figure 12.2 The functions of cell division.
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(b) Growth and development. This micrograph  (c) Tissue renewal. These dividing bone
shows a sand dollar embryo shortly after the
fertilized egg divided, forming two cells (LM),

marrow cells (arrow) will give rise to new
blood cells (LM).




The cell division processisanintegral part of the cell cycle,
the life of a cell from the time it is first formed from a dividing
parent cell until its own division into two cells. Passing iden-
tical genetic material to cellular offspring is a crucia function
of cell division. In this chapter, you will learn how cell divi-
sion distributes identical genetic materia, to daughter cells*
After studying the cellular mechanics of cell division, you will
learn about the molecular control system that regulates
pregress through the cdl cycle and what happens when the
control system malfunctions. Because cell cycle regulation, or
a lack thereof, plays a major role in cancer development, this
aspect of cell biology is an active area of research.

Cdll division results in geneticaly
identical daughter cells

The reproduction of an ensemble as complex as a cell cannot
occur by amere pinchingin haf; acell isnot like a soap bubble
that smply enlarges and splitsin two. Cell division involves the
distribution of identical genetic materidl—DNA—to two
daughter cells. What is most remarkable about cell division is
thefidelity with whichthe DNA is passed along from one gen-
eration of cellsto the next. A dividing cell duplicatesitsDNA,
dlocates the two to opposite ends of the cell, and only
then splits into daughter cells.

Cellular Organization of the Genetic Material

A cell's endowment of DNA, its genetic information, is called
its genome. Although a prokaryotic is often asingle
long DNA molecule, eukaryotic genomes usually consist of a
number of DNA molecules. The overall length of DNA in aeu-
karyotic cell is enormous. A typica human cell, for example,
has about 2 m of DNA—a length about 250,000 times greater
than the cdl's diameter. before the cell can divide, dl of
I'vis DNA must be copied and then the two copies separated
S3 that each daughter cell ends up with a complete genome.

The replication and distribution of so much DNA is man-
ageable because DNA molecules are packaged into
chromosomes, so named because they take up certain dyes
used in microscopy (from the Greek chroma, color, and soma,

(Figure 12.3). eukaryotic species has a charac-
teristic number of chromosomes in each cell nucleus. For ex-
ample, the nuclet of human somatic cells (el body cells except
the reproductive cells) each 46 chromosomes made
up of 23. one st inherited from each parent.

‘e Although the terras daughter cells and sister chromatids (a term you Will
encounter later in the chapter) are traditional and will be used throughout
this book, ihe structures they refer to have no gender.

50 (_lm i
A Figure 12.3 Eukaryotic chromosomes. Chromosomes (stained

orange) are visible within the nucleus of the kangaroo rat epithelial cell in
the center of this micrograph. The cell is preparing to divide (LM).

Reproductive cells, or gametes—sperm cells and egg cdls—
have half as many chromosomes as somatic cells, or one set of
23 chromosomes in humans.

Eukaryotic chromosomes are made of chromatin, a com-
plex of DNA and associated protein molecules. Each single
chromosome contains one very long, linear DNA molecule that
carries several hundred to a few thousand genes, the units
that specify an organism's inherited traits. The associated pro-
teins maintain the structure of the chromosome and help con-
trol the activity of the genes.

Distribution of Chromosomes During
Cell Division

When a cel is not dividing, and even as it duplicatesits DNA
in preparation for cell division, each chromosome is in the
form of along, thin chromatin fiber. After DNA duplication,
however, the chromosomes condense: Each chromatin fiber
becomes densely coiled and folded, making the chromosomes
much shorter and so thick that we can see them with alight
microscope.

Each duplicated chromosome has two sister chromatids.
The two chromatids, each containing an identicall DNA mol-
ecule, areinitiadly attached by adhesive proteins al aong their
lengths. In its condensed form, the duplicated chromosome
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e Figure 12.4 Chromosome
duplication and distribution during
cell division. A eukaryotic cell preparing to
divide duplicates each of its chromosomes. The
micrograph shows a duplicated human
chromosome (SEM). The copies of each
chromosome are then distributed to two
daughter cells during cell division.
(Chromosomes normally exist in the highly
condensed state shown here only during the
process of cell division; the chromosomes in
the top and bottom cells are shown in
condensed form for illustration purposes only.)

A eukaryotic cell has
multiple chromo-
somes, one of which is

represented here. ==

Before duplication,

each chromosome has a |

single DNA molecule.

Once duplicated, a
chromosome consists of
two sister chromatids
connected at the
centromere. Each
chromatid contains a
copy of the DNA

molecule. |

Mechanical processes

separate the sister |
chromatids into two | |

chromosomes and
distribute them to
two daughter cells.

{including Hkes

L hromoscgme
duplicagion
synithesis)

chramatids

Sister chromaticls

Cantimarss

has a narrow "wadt" a a specidized region caled the
centromere where the two chromatids are mod closdly at-
tached (Figure 12.4). Later in the cell division process, the two
sister chromatids of each duplicated chromosome separate
and move into two new nuclei, one at each end of the cell.
Once the sister chromatids separate, they are considered indi-
vidual chromosomes. Thus, each new nucleus receives a
group of chromosomes identical to the original group in the

humans, meiosis reduces the chromosome number from 46
(two sets of chromosomes) to 23 (one set). Fertilization fuses
two gametes together and returns the chromosome number
to 46. and mitosis conserves that number in every somatic
cdl nucleus of the new individual. In Chapter 13, we will
examine the role of meiosis in reproduction and inheritance
in more detail. In the remainder of this chapter, we focus on
mitosis and the rest of the cell cycle.

parent cell. Mitosis, the division of the nucleus, isusually fol-
lowed immediately by cytokinesis, the division of the cyto-
plasm. Where there was one cell, there are now two, each the
genetic equivalent of the parent cell.

What happens to chromosome number as we follow the
human life cycle through the generations? You inherited 46
chromosomes, one set of 23 from each parent. They were

Concept Check

1. Starting with a fertilized egg (zygote), a series of five
cell divisions would produce an early embryo with

combined in the nucleus of a single cell when a sperm cell I8 GE 1y @16 : : "
from your father united with an egg cell from your mother, 22hiowimaylcnromati s aeiniagiplicated
chromosome?

forming a fertilized egg, or zygote. Mitosis and cytokinesis
produced the 200 trillion somatic cells that now make up
your body and the same processes continue to generate new
cdls to replace dead and damaged ones. In contrast, you
produce gametes—eggs or sperm cells—by a variation of
cell division called meiosis, which yields nonidentical
daughter cells that have only one s of chromosomes, thus
half as many chromosomes as the parent cell. Meiosis occurs
only inyour gonads (ovaries or testes). In each generation of

3. A chicken has 78 chromosomesin its somatic cells;
how many chromosomes did the chicken inherit
from each parent? How many chromosomes are in
each of the chickens gametes? How many chromo-
somes will be in each somatic cel of the chickens
offgpring? How many chromosomes are in a "st"'?

For suggested answers, see AppendixA.
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| {Concept 1.

The mitotic phase alternates
vith interphase in the cdl cyde

Ir. 1882, a German anatomist named Walther Flemming de-
vc loped dyes that allowed him to observe, for the hrst Lime,
ttje behavior of chromosomes during mitosis and cytokinesis.
(In fact, Flemming coined the terms mitosis and chromatin.)
During the period between one cdll division and the next, it
appeared to Flemming that the cell was smply growing larger.
But we now know that many critical events occur during this
< agein the life of a cell.

Phases of the Cell Cycle

Mitosisisjust one part of the cdl cycle (Figure 12.5). Infact, the
rritotic (M) phase, which includes both mitosis and cytokine-
Sis, isusualy the shortest part of the cell cycle. Mitotic cell divi-
sion aternates with a much longer stage called interphase,
which often accounts for about 90% of the cycle. His during in-
terphase that the cdl grows and copies its chromosomes in
preparation for cdl divison. Interphase can be divided "into
sabphases: the Gj phase ('firg gap"), the S phase ("synthe-
ss'), and the G2 phase ("second gap"). During al three sub-
phases, the cdl grows by producing proteins and cytoplasmic
organelles such as mitochondria and endoplasmic reticulum.
I Lowever, chromosomes are duplicated only during the S phase
[ ve discuss synthesis of DNA in Chapter 16). Thus, acdl grows

11), continues to grow asit copiesits chromosomes (S), grows

lore asit completes preparations for cdl divison (Gy), and di-
v Ldes (M). The daughter cells may then repest the cycle.

k Figure 12.5 The cell cycle. In a dividing cell, the mitotic (M)
*hase alternates with interphase, a growth period. The first part of

nterphase, called G,, is followed by the S phase, when the
hromosomes replicate; the last part of interphase is called G,. In the
vl phase, mitosis divides the nucleus and distributes its chromosomes

0 the daughter nuclei, and cytokinesis divides the cytoplasm,
>roducing two daughter cells.

A typical human cell might undergo one division in 24
hours. Of thistime, the M phase would occupy lessthan 1 hour,
while the S phase might occupy about 10-12 hours, or about
haf the cycle. The rest of the Lime would be apportioned be-
tween the Gi and G, phases. The G, phase usualy takes 4-6
hours; in our example, Gj would occupy about 5-6 hours. Gi
is the most variable in length in different types of cells.

Time-lgpse films of living, dividing cells reved the dynamics
of mitosis as a continuum of changes. For purposes of descrip-
tion, however, mitosisis conventionally broken down into five
stages: prophase, prometaphase, metaphase, anaphase, and
telophase. Overlapping with the latter stages of mitosis, cy-
tokinesis completes the mitotic phase. Figure 12.6, on the next
two pages, describes these stages in an animal cell. Be sureto
study this figure thoroughly before progressing to the next two
sections, which examine mitosis and cytokinesis more cosdly.

The Mitotic Spindle: A Closer Look

Many of the events of mitosis depend on the mitotic spindle,
which begins to form in the cytoplasm during prophase. This
structure consists of fibers made of microtubules and associ-
ated proteins. While the mitotic spindle assembles, the other
microtubules of the cytoskeleton partialy disassemble, prob-
ably providing the material used to construct the spindle. The
spindle microtubules elongate by incorporating more sub-
units of the protein tubulin (see Table 6.1).

The assembly of spindle microtubules starts at the centro-
some, a nonmembranous organelle that functions throughout
the cdl cycle to organize the cdl's microtubules (it is aso
caledthemicrotubule-organizingcenter). Inanima cells, apair
of centriolesislocated at the center of the centrosome, but the
centrioles are not essentid for cdl division, in fact, the cen-
trosomes of most plants lack centrioles, and if the centrioles of
an animal cell are destroyed with alaser rnicrobeam, a spindle
nevertheless forms during mitosis.

During interphase, the single centrosome replicates, form-
ing two centrosomes, which remain together near the nucleus
(see Figure 12.6). The two centrosomes move apart from each
other during prophase and prometaphase of mitosis, as spin-
dle microtubules grow out from them. By the end of prometa-
phase, the two centrosomes, one a each pole of the spindle,
ae a opposite ends of the cell. An aster, a radid array of
short microtubules, extends from each centrosome. The spin-
dle includes the centrosomes, the spindle microtubules, and
the asters.

Each of the two sister chromatids of a chromosome has a
kinetochore, a structure of proteins associated with specific
sections of chromosomal DNA at the centromere. The chro-
mosome's two kinetochores face in opposite directions. During
prometaphase, some of the spindle microtubules attach to the
kinetochores; these are caled kinetochore microtubules. (The
number of microtubules attached to a kinetochore varies
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Figure 12.6

G, OF INTERPHASE

Centrosomes
(with centriole pairs)

Plasma
membrane

Nuclear
envelope

Nucleolus

G, of interphase

« A nuclear envelope bounds the nucleus.

 The nucleus contains one or more
nucleoli (singular, nucleolus).

« Two centrosomes have formed by
replication of a single centrosome.

« In animal cells, each centrosome
features two centrioles,

« Chromosomes, duplicated during
S phase, cannot be seen individually
because they have not yet condensed.

The light micrographs show dividing
lung cells from a newt, which has 22
chromosomes in its somatic cells
(chromosomes appear blue, microtubuies
green, intermediate filaments red). For
simplicity, the drawings show only four
chromosomes.
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Chromatin
(duplicated)

| The Mitotic Division of an Animal Cell

PROPHASE

Early mitotic Aster
spindle \
\ \

Centromere

2L
_//

Chromosome, consisting
of two sister chromatids

Prophase

* The chromatin fibers become more
tightly coiled, condensing into discrete
chromosomes observable with a light
microscope.

* The nucleoli disappear.

« Each duplicated chromosome appears
as two identical sister chromatids
joined together.

« The mitotic spindle begins to form. It is
composed ol the centrosomes and the
microtubuies that extend from them.
The radial arrays of shorter microtubuies
that extend from the centrosomes are
called asters ("stars").

* The centrosomes move away from each
other, apparently propelled by the
lengthening microtubuies between them.

PROMETAPHASE

Fragments Kinetochore
of nuclear h
Nonkinetochore

envelope \ e
& . microtubulss

|
il
|
A
/

Kinetochore
microtubule

Prometaphase

* The nuclear envelope fragments.

* The microtubuies of the spindle can

now invade the nuclear area and inter-

act with the chromosomes, winch ‘na\e
become even more condensed.

Microtubuies extend from each centro-

some toward the middle of the cell.

« Each of the two chromatids of a
chromosome now has a kinetochore, a
specialized protein structure located at
the centromere.

» Some of the microtubuies attach to the
kinetochores, becoming "kinetochore
microtubuies.” These kinetochore
microtubuiesjerk the chromosomes
back and forth.

* Nonkinetochore microtubuies interact
with those from the opposite pole of
the spindle.




METAPHASE

Centrosome at
one spindle pole

Spindle

Metaphase

* Metaphase is the longest stage of mito-
sis, lasting about 20 minutes.

» The centrosomes are now at opposite
ends of the cell.

» The chromosomes convene on the
metaphase plate, an imaginary plane
that is equidistant between the spindle's
two poles. The chromosomes' centro-
meres lie on the metaphase plate.

* For each chromosome, the
kinetochores of the sister chromatids
are attached to kinetoehore
microtubules coming from opposite
poles.

 The entire apparatus of microtubules is
called the spindle because of its shape.

ANAPHASE

)
Daughter
chromosomes

Anaphase

» Anaphase is the shortest stage of mito-
sis, lasting only a fev minutes.

» Anaphase begins when the two sister
chromatids of each pair suddenly part.
Each chromatic! thus becomes a full-
fledged chromosome.

» The two liberated chromosomes begin
moving toward opposite ends of the
cell, as their kinetochore microtubules
shorten. Because these microtubules are
attached at the centromere region, tr.e
chromosomes move centromere first (at
about 1 urn/min).

* T'v celi elongates as the nonkinetochore
microtubules lengthen.

« By the end of anaphase, the two ends
of the cell have equivalent—and com-
pete—collection; ot chromosomes.

Telophase

* Two daughter nuclei begin to form in
the cell.

s Nuclear envelopes arise from the frag-
ments of the parent cell's nuclear enve-
lope and other portions of the
endomembrane system.

» The chromosomes become less
condensed.

* Mitosis, the division of one nucleus into
two genetically identical nuclei, is now
complete.

Cytokinesis

 The division of the cytoplasm is usually
well underway by late telophase, so the
two daughter cells appear shortly after
the end of mitosis.

« In animal cells, cytokinesis involves the
formation oi a cleavage furrow, which
pinches the cell in two.
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among species, from one microtubule in yeast cells to 40 or so
in some mammalian cells)) When one of a chromosome's kine-
tochores is "captured” by microtubules, the chromosome be-
gins to move toward the pole from which those microtubules
extend. However, this movement is checked as soon as micro-
tubules from the opposite pole attach to the other kinetochore.

A. Figure 12.7 The mitotic spindle at metaphase. The

kinetochores of a chromosome's two sister chromatids face in opposite
directions. Here, each kinetochore is actually attached to a duster of
kinetochore microtubules extending from the nearest centrosome.

Nonkinetochore microtubules overlap at the metaphase plate (TEMs).
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What happens next is like a tug-of-war that ends in a draw.
The chromosome moves first in one direction, then the other,
back and forth, findly settling midway between the two ends
of the cell. At metaphase, the centromeres of al the duplicated
chromosomes are on a plane midway between the spindle's
two poles. Thisimaginary plane is caled the metaphase plate
of the cel (Figure 12.7). Meanwhile, microtubules that do not
attach to kinetochores have been growing, and by metaphase
they overlap and interact with other nonkinetochore micro-
tubules from the opposite pole oi the spindle. (These are
sometimes called "pola™ microtubules.) By metaphase, the
microtubules of the asters have also grown and are in contact
with the plasma membrane. The spindle is now complete.

Let's now see how the structure of the completed spindle
correlates with its function during anaphase. Anaphase com-
mences suddenly when proteins holding together the sister
chromatids of each chromosome are inactivated. Once the
chromatids become separate, full-fledged chromosomes, the/
move toward opposite ends of the cell. How do the kineto-
chore microtubules function in this poleward movement cf
chromosomes? One possibility is that the chromosomes are
"reded in" by microtubules that are shortening at the spindle
poles. However, experimental evidence supports the hypoth-
esis that the primary mechanism of movement involves motor
proteins on the kinetochores that "wak" a chromosome along
the attached microtubules toward the nearest pole. Mean-
while, the microtubules shorten by depolymerizing at their
kinetochore ends (Figure 12.8). (To review how motor pro-
teins move an object along a microtubule, see Figure 6.21.)

What is the function of the nonkinetochore microtubules’
In a dividing animal cel, these microtubules are responsible
for elongating the whole cdl during anaphase. Nonkineto-
chore microtubules from opposite poles overlap each other
extensively during metaphase (see Figure 12.7). During ana-
phase, the region of overlap is reduced as motor proteins
attached to the microtubules walk them away from one another,
using energy from ATE As the microtubules push apart from
each other, their spindle poles are pushed apart, €longating the
cdl. At the sametime, the microtubules Iengthen somewhat by
the addition of tubulin subunits to their overlapping ends. As
aresult, the microtubules continue to overlap.

At the end of anaphase, duplicate groups of chromosomes
have arrived a opposite ends of the elongated parent cell. Nu-
clei reform during telophase. Cytokinesis generally begins
during these later stages of mitosis, and the spindle eventually
disassembles.

Cytokinesis: A Closer Look

In animal cells, cytokinesis occurs by a process known as
cleavage. The firg sign of cleavage is the appearance of a
cleavage furrow, a shalow groove in the cdl surface near the
old metaphase plate (Figure 12.9a). On the cytoplasmic side of




Jgure 12.8
v During anaphase, do kinetochore
licrotubules shorten at their spindle pole

gnds or their kinetochore ends?

O The microtubules of a cell in early anaphase were labeled with a
fluorescent dye that glows in the microscope (yellow).

Kinetochore -

Spindle

13( A laser was used to mark the kinetochore microtubules by
| eliminating the fluorescence in a region between one spindle
pole and the chromosomes. As anaphase proceeded,
researchers monitored the changes in the lengths of the
microtubules on either side of the mark.

As the chromosomes moved toward the
poles, the microtubule segments on the kinetochore side of the
laser mark shortened, while those on the spindle pole side stayed

| e e A WC b - K
the same length. |

m This experiment demonstrated that during |
anaphase, kinetochore microtubules shorten at their kinetochore |
ends, not at their spindle pole ends. This is just one of the
experiments supporting the hypothesis that during anaphase, a

| chromosome tracks along a microtubule as the microtubule

| depolyrnerizes at its kinetochore end, releasing tubulin subunits.
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(a) Cleavage of an animal cell (SEM)
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(b) Cell plate formation in a plant cell (TEM)

A Figure 12.9 Cytokinesis in animal and plant cells.
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Nucleus Chromatin
\" Nucleolus  condensing
. 1|W v & B

o

Prophase. The
chromatin is condensing.
The nucleolus is
beginning to disappear.
Although not yet visible
in the micrograph, the in prometaphase, the
mitotic spindle is starting nuclear envelope will
to form. fragment.

now see discrete
chromosomes; each
consists of two identical
sister chromatids. Later

@ Prometaphase. We 0 Metaphase. The spindle  © Anaphase. Thi 0 Telophase. Daughter
is complete, and the
chromosomes, attached
to microtubules at their
kinetochores, are all at
the metaphase plate.

chromatids of each
chromosome have
separated, and the
daughter chromosomes
are moving to the ends
of the cell as their growing toward the
kinetochore micro- perimeter of the parent
tubules shorten, cell.

nuclei are forming.
Meanwhile, cytokinesis
hes started; The cell
plate, which will divide
the cytoplasm in two, is

A Figure 12.10 Mitosis in a plant cell. These light micrographs show mitosis in cells

of an onion root.

the furrow is a contractile ring of actin microfilaments associ-
ated with molecules of the protein myosin. (Actin and myosin
are the same proteins that are responsible for muscle contrac-
tion as well as many other kinds of cdl movement.) The actin
microfilaments interact with the myosin molecules, causing the
ring to contract. The contraction of the dividing cellsring of mi-
crofilaments is like the pulling of drawstrings. The cleavage fur-
row deepens until the parent cdl is pinched in two, producing
two completely separated cells, each with its own nucleus and
share of cytosol and organelles.

Cytokinesisin plant cells, which have cell walls, is markedly
different. There is no cleavage furrow. Instead, during
telophase, vesicles derived from the Golgi apparatus move
along microtubules to the middle of the cell, where they coa
lesce, producing a cell plate (Figure 12.9b). Cell wall materi-
ds caried in the vesicles collect in the cell plate as it grows.
The cell plate enlarges until its surrounding membrane fuses
with the plasma membrane along the perimeter of the cell.
Two daughter cells result, each with its own plasma mem-
brane. Meanwhile, anew cell wall arising from the contents of
the cell plate has formed between the daughter cells.

Figure 12.10 is a series of micrographs of a dividing plant
cell. Examining this figure will help you review mitosis and
cytokinesis.

Binary Fission
Prokaryotes (bacteria) reproduce by atype of cell division caled

binary fisson, meaning literdly "division in haf." Most bacter-
ia genesarecarriedonasinglebacterial chromosomethat consists
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of a circular DNA molecule and associated proteins. Although
bacteria are smaller and simpler than eukaryotic cells, the prob-
lem of replicating their genomes in an orderly fashion and
distributing the copies equally to two daughter cdlls is il for-
midable. The chromosome of the bacterium Escherichiacoli, for
example, whenit isfully stretched out, is about 500 times longer
than the length of the cdll. Clearly, such a long chromosome
must be highly coiled and folded withm the cdl—and it is.

In E. coli, the process of cdl division begins when the DNA
of the bacterial chromosome begins to replicate at a specific
place on the chromosome called the origin of replication,
producing two origins. As the chromosome continues to repli-
cate, one origin moves rapidly toward the opposite end of the
cel (Figure 12.11). While the chromosome is replicating, the
cdl elongates. When replication is complete and the bacterium
has reached about twice its initia size, its plasma membrane
growsinward, dividing the parent E. coli cdl into two daughter
cells. Each cdl inherits a complete genome.

Using the techniques of modern DNA technology to tag the
origins of replication with molecules that glow green in fluo-
rescence microscopy (see Figure 6.3), researchers have directly
observed the movement of bacterial chromosomes. This move-
ment is reminiscent of the poleward movements of the cen-
tromere regions of eukaryotic chromosomes during anaphase
of mitosis, but bacteria don't have visible mitotic spindles or
even microtubules. In most bacterial species studied, the two
origins of replication end up at opposite ends of the cell or in
some other very specific location, possibly anchored there by
one or more proteins. How bacteria chromosomes move and
how their specific location is established and maintained are




Origin of
replication—___ /&

) Chromosome
replication begins.
Soon thereafter,
one copy of the origin
moves rapidly toward
the other end of the cell

¥
€) Replication continues. ~ Origin
One copy of the origin \
is now at each end of i
the cell. .

) Replication finishes.
The plasma membrane
grows inward, and
new cell wall is
deposited.

) Two daughter i
cells result. i

k Figure 12.11 Bacterial cell division (binary fission). The
example shown here is the bacterium E. coll. The single, circular
chromosome replicates, and the two copies move apart by an
unknown mechanism, so that the two origins of replication (green)
end up at opposite ends of the cell. Meanwhile, the cell elongates.
When chromosomal replication is complete, the plasma membrane
grows inward, dividing the cell in two as a new cell wall is deposited
between the daughter cells.

becoming clearer but are till not fully understood. Severa
proteins have been identified that play important roles.

The Evolution of Mitosis

How did mitosis evolve? Given that prokaryotes preceded eu-
karyotes on Earth by billions of years, we might hypothesize
that mitosis had its origins in simpler bacterial mechanisms of
cdl reproduction. In fact, some of the proteins involved in
bacterial binary fisson are related to eukaryotic proteins,
strengthening the case for the evolution of mitosis from bacte-
rial cell division. Intriguingly, recent work has shown that two
of the proteins involved in binary fisson are related to eu-
karyotic tubulin and actin proteins.

As eukaryotes evolved, alongwith their larger genomes and
nuclear envelopes, the ancestral process of binary fisson
somehow gave rise to mitosis. Figure 12.12 traces a

' Bacterial
+—  chromosome

(a) Prokaryotes. During binary fission, the origins of the
chromosomes move to opposite ends of the ceil. The
is not fully understood, but proteins may anchor the ilawic
chromosomes to specific sites on the plasma membrane

" Chromosomes

i Microtubules
//

Intact nuclear
envelope

(b) Dinoflagellates. In unicellular prejtists called dinoflagellates, the
nuclear envelope remains intact dijring cell division, and the
chromosomes attach to the nude;n envelope. Microtubules pass
thr<Dugh the nucleus inside cylopkismic tunnels, reinforcing the
spatial orientation of the nucleus, which then divides in a fission
process reminiscent of bacterial division.

(c) Diatoms, in another group of unicellular protists, the diatoms,
the nuclear envelope also remains intact during cell division. But
in these organisms, the rnicrotubuies form a spindle within the
nucleus. Microtubules separate the chromosomes, and the
nucleus splits into two daughter nuclei.

&l m o

p C : A A A A

~(Cinetochore
microtubul-es

= Fragrments of
nuclear envelo}:e
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Vi A

(d) Most eukaryotes. in most other eukaryotes, includingplants zsic
animals, the spindle forms outside the nucleus, and the nuclear
senvelope breaks down during mitosis. Microtubules separate the
chromosomes, and the nuclear envelope then re-forms.

A Figure 12.12 A hypothetical sequence for the evolution
of mitosis. In modern organisms, researchers have observed
mechanisms of cell division that appear to be intermediate between the
binary fission of bacteria (a) and mitosis as it occurs in most eukaryotes
(d). Except for (a), these schematic diagrams do not show cell walls.
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hypothesis for the sepwi.se evolution of mitosis. Possible in-
termediate stages are represented by two unusual types of nu-
clear divison found in certain modern unicellular protists.
These two examples of nuclear division are thought to be
cases where ancestral mechanisms have remained relatively
unchanged over evolutionary time. In both types, the nuclear
envelope remains intact. In dinoflagellates, replicated chro-
mosomes are attached to the nuclear envelope and separate
as the nucleus elongates prior to cell division. In diatoms, a
spindle within the nucleus separates the chromosomes. In
most eukaryotic cells, the nuclear envelope breaks down and
a spindle separates the chromosomes.

Concent Check | <

1. During which stages of a cell cycle would a chromo-
some consist of two identical chromatids?
2. How many chromosomes are shown in the Figure
.12.7 diagram? How many chromatids are shown?
3. Compare cytokinesis in animal cells and plant cells.
What is a function of nonkinetochore microtubules?
Identify three similarities between bacterial chromo-
somes and eukaryotic chromosomes, considering
both structure and behavior during cel division.

a1~

For suggested answers, see Appendix A.

The cdl cycle is regulated by
a molecular control system

The timing and rate of cdl division in different parts of a plant
or anima are crucia to norma growth, development, and
maintenance. The frequency of cdl division varies with the
type of cell. For example, human skin cells divide frequently
throughout life, wheress liver cells maintain the ability to di-
vide but keep it in reserve until an appropriate need arises—
say to repair awound. Some of the most specidized cells, such
as mature, fully formed nerve cells and muscle cells, do not di-
vide at dl in a mature human. These cell cycle differences re-
sult from regulation at the molecular level. The mechanisms of
this regulation are of intense interest, not only for understand-
ing the life cycles of normal cells but aso for understanding
how cancer cells manage to escape the usual controls.

Evidence for Cytoplasmic Signals

What drives the cell cycle? One reasonable hypothesis might
be that each event in the cyde triggers the next. According to
this hypothesis, for example, the replication of chromosomes
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in the S phase might cause cell growth during the G, phase,
which might in turn directly trigger the onset of mitos:s.
However, this apparently logica hypothesis is not in fact
correct.

In the early 1970s, a variety of experiments suggested an
dternative hypothesis; that the cell cycle is driven by specific
molecular signals present in the cytoplasm. Some of the first
strong evidence for this hypothesis came from experiments
with mammalian cells grown in culture. In these experi-
ments, two cells in different phases oi the cdl cycle were
fused to form a single cdll with two nuclel. If one of the origi-
nal cells was in the S phase and the other was in Gj, the Gj
nucleus immediately entered the 5 phase, as though stimu-
lated by chemicals present in the cytoplasm of the first cell.
Smilaly, if a cdl undergoing mitosis (M phase) was fused
with another cell in any stage of itscell cycle, even G,, the sec-
ond nucleus immediately entered mitosis, with condensa-
tion of the chromatin and formation of a mitotic spindle
(Figure 12.13)

Figure 12.13
wity Are there molecular signals in the

cytoplasm that regulate the cell cycle?
EXPERIMENT

at two different phases of the cell cycle were induced to fuse.

I gach experiment, cultured mammalian cells |

| Experiment 1 Experiment 2

| :‘4"'—' ===
| _‘:ﬁf « Gy " &
| <
| Resuurs —l'— === (o0
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When a cell in the

S phase was fused with

a cell in G;. the G, cell

immediately entered the

| S phase—DNA was mitosis—a spindle
synthesized. formed and chromatin

| condensed, even though

|

When a cell in the

M phase was fused with

a cell in & the G, cell
immediately began |

the chromosome had
not been duplicated.

w The results of fusing cells at two different

| phases of the cell cycle suggest that molecules present in the
cytoplasm of cells in the S or M phase control the progression of
| phases.




The Cdll Cycle Control System

The experiment shown in Figure 12.13 and other experiments
demonstrated that the sequential events of the cell cyde are di-
rected by a distinct cell cycle control system, a cyclicadly op-
erating set of molecules in the cell that both triggers and coor-
dinateskey eventsin the cell cycle. The cell cycle control system
has been compared to the control device of an automatic wash-
ing machine (Figure 12.14). Like the washer's timing device,
the cdl cycle control system proceeds on its own, driven by a
built-in clock. However, just as a washer's cycle is subject to
bethinternal control (such as the sensor that detects when the
tub isfilled with water) and externa adjustment (such as acti-
vation of the start mechanism), the cdl cycleis regulated at cer-
tain checkpoints by both internal and externa controls.

A checkpoint in the cdl cycle is a critica control point
where stop and go-ahead signals can regulate the cycle. (The
signals are transmitted within the cell by the kinds of signa
transduction pathways discussed in Chapter 11.) Anima cells
generdly have builL-in stop signals that halt the cell cycle at
checkpoints until overridden by go-ahead signas. Many sig-
nals registered at checkpoints come from cellular surveillance
mechanisms inside the cell; the signals report whether crucial
cellular processes up to that point have been completed cor-
rectly and thus whether or not the cell cycle should proceed.
Checkpoints also register signals irom outside the cell, as we
will discuss later. Three mgjor checkpoints are found in the
G, G, and M phases (see Figure 12.14).

For many cdlls, the G[ checkpoint-—dubbed the "'restriction
point" in mammalian cells—seems to be the most important. If
acdl receivesago-ahead signd at the G" checkpoint, it will usu-
dly completethe S, G,, and M phases and divide. Alternatively,

, G1 checkpoint

M checkpoint

A Figure 12.14 Mechanical analogy for the cell cycle
control system. In this diagram of the cell cycle, the flat "stepping
stones" around the perimeter represent sequential events. Like the
control device of an automatic washer, the cell cycle control system
proceeds on its own, driven by a built-in clock. However, the system is
subject to regulation at various checkpoints, of which three are
shown (red).

(b) If a cell does not receive a
go-ahead signal atthe G]
checkpoint, the cell exits the
cell cycle and goes into Go, a
nondividing state.

(a) If a cell receives a go-ahead
signal at the G, checkpoint,
the cell continues on in the
cell cycle.

A. Figure 12.15 The G, checkpoint.

itit does not receive ago-ahead signd at that point, it will exit
thecydle, switchinginto a nondividing state caled the G, phase
(Figure 12.15). Mogt cdls of the human body are actualy in the
G, phase. As mentioned earlier, fully formed, mature nerve cells
and muscle cells never divide. Other cells, suchasliver cdls, can
be"called back" from the Go phase to the cdll cycleby certain ex-
ternal cues, such as growth factors released during injury.

To understand how cell cycle checkpoints work, we first
need to see what kinds of molecules make up the cdl cycle
control system (the molecular basis lor the cell cycle clock)
and how a cell progresses forward through the cycle. Then we
will consider the internal and external checkpoint signal's that
can make the clock pause or continue.

The Cell Cycle Clock; Cydins
and Cyclin-Dependent Kinases

Rhythmic fluctuations in the abundance and activity of cell
cycle control molecules pace the sequential events of the cdl
cycle. These regulatory molecules are proteins of two man
types: kinases and cyclins. Protein kinases are enzymes that
activate or inactivate other proteins by phosphorylating them
(see Chapter 11). Particular protein kinases give the go-ahead
signals at the Gi and G, checkpoints.

The kinases that drive the cell cycle are actually present at
a constant concentration in the growing cell, but much of
the time they arein aninactive form. To be active, such aki-
nase must be attached to a cyclin, a protein that gets its
name from its cyclically fluctuating concentration in the cell.
Because of this requirement, these kinases are called cyclin-
dependent kinases, or Cdks. The activity of a Cdk rises and
fals with changes in the concentration of its cyclin partner.
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G, associate with Cdk molecules, the resulting MPF complex
initial.es miiosis, phosphorylating a proteins. MPF
acts akinase and indirectly by activating other
kinases. For example, MPF causes phosphorylation of various
proteins of the nuclear lamina (see Figure 6.10), which pro-
motes fragmentation of nuclear envelope during
prometaphase of mitosis. There is aso evidence that MPF can-
tributes to molecular events required chromosome co |-
densation and formation during prophase.

anaphase, MPF helps switch itsdlf dff by initiating a
process that leads to the destruction of its own cyclin. The
noncyclin part of MPF, the Cdk, persists in the cell in inactive
form until it associates with new cyclin molecules synthesized

Figure 12.16a shows the fluctuating activity of the cyclin-
Cdk complex that was discovered firgt, caled MPF. Note
that the peaks of MPF activity correspond to the peaks of cy-
clin concentration. The cyclinlevel risesduring the Sand G,
phases, then fdls abruptly during mitosis (M).

The initials MPF stand for "maturation-promoting factor,”
but we can think of MPF as "M-phase-promoting factor" be-
cause it triggers the cdl's passage past the G, checkpoint into
M phase (Figure 12.16b). When cydlins that accumulate during

(@) Fluctuation of MPF activity and cyclin concentration during
the cell cycle

0 During Gy, conditions in the cell favor degradation
of cyclin, and the Cdk component of MPF is recycled.

Q During anaphase, the cyclin 0 MPF promotes mitosis
component of MPF is degraded, by phosphorylating various
terminating the M phase. The proteins. MPF's activity
cell enters the G, phase. peaks during metaphase.

(b) Molecular mechanisms that help regulate the cell cycle

during the S and G, phases of the next round of the cycle.
What about the Gi checkpoint? Recent research suggests
the involvement of at least three Cdk proteins and severa

cyclins at this checkpoint.
different cydin-Cdk complexes seem to control

of the cell cycle.

| O Synthesis of
cyclin begins in late
S phase and
continues through

1 G,. Because cyclin is

protected from

degradation during

this stage, it

accumulates.

© Accumulated
cyclin molecules
combine with
recycled Cdk mol-
ecules, producing
enough molecules of
| MPF to pass the G,

= checkpoint and

initiate the events of
mitosis.

A. Figure 12.16 Molecular control of the cell cycle at the G, checkpoint. The steps of
the cell cycle are timed by rhythmic fluctuations in the activity of cyclin-dependent kinases (Cdks).
Here we focus on a cydin-Cdk complex called MPF, which acts at the G, checkpoint as a go-ahead

signal, triggering the events of mitosis.
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fluctuating activities of
the stages

Stop and Go Signs: Internal and
External Signals at the Checkpoints

Research scientists are only in the early
stages of working out the signaling path -
ways that link cyclin-dependent kinasesto
other molecules and events inside and
outside the cell. For example, they know
that in general, active Cdks function by
phosphorylating substrate proteins that
dfect particular steps in the cdl cyde. Ir
many cases, though, scientists don't yet
know what the various Cdks actudly do
However, they have identified some steps
ol the signaling pathways that convey
information to the cell cycle machinery

An example of an internal signa occurs
at the M phase checkpoint. Angphase, the
separation of sister chromatids, does not
begin until &l the chromosomes are prop-
ely atached to the spindle at the meta
phase plate. Researchers have learned that
kinetochores not atached to spindle
microtubules send a molecular signal
that causes the sister chromatids to re-
main anaphase. Only
when the kinetochores of dl the chromo-
somes are attached to the spindle will the
sister chromatids separate (owing to in-
activation of the proteins holding them
together). This mechanism ensures that
daughter cells do not end up with miss-
ing or extra chromosomes.




"3/ growing animal cells in culture, researchers have been
abb lo identify many external factors, both chemical and
physical, that can influence cell division. For example, cells
fal to divide if an essential nutrient is left out of the culture
medium. (This is analogous to trying to run an automatic
washing machine without the water supply hooked up.) And
even if dl other conditions are favorable, most types of mam-
malian cells divide in culture only if the growth medium in-
cludes specific growth factors. Asmentioned in Chapter 11, a
growth factor is aprotein released by certain cells that stimu-
lates other cellsto divide. While called a growth factor for his-
torical reasons, a protein that promotes mitosis is sometimes
more narrowly called a mitogen.

One such growth factor is platelet-derived growth factor
(FDGF), whichismadeby blood cells called platelets. The ex-
periment illustrated in Figure 12.17 demonstrates that PDGF
is required for the division of fibroblasts in culture. Fibro-
blasts, a type of connective tissue cell, have PDGF receptors
on their plasma membranes. The binding of PDGF molecules
to these receptors (which are receptor tyrosine kinases, see
Chapter 11) triggers a signd transduction pathway that al-
lows the cells to pass the G] checkpoint and divide. PDGF
stimulates fibroblast division not only in the artificid condi-
t.ons of cdl culture, but in an anima's body aswell. When an
igjury occurs, platelets release PDGF m the vicinity. The
resulting proliferation of libroblasts helps heal the wound.
Researchers have discovered at least 50 different growth fac-
torsthat can trigger cellsto divide. Different cell types respond
specificaly to a certain growth factor or combination of
growth factors.

The effect of an externa physical factor on cel division is
clearly seen in density-dependent inhibition, a phenome-
non in which crowded cells stop dividing (Figure 12.18a, on
the next page). As first observed many years ago, cultured
cellsnormally divide until they form a single layer of cells on
the inner surface of the culture container, at which point the
cells stop dividing. If some cells are removed, those border-
ing the open space begin dividing again and continue until
the vacancy is filled. It was originaly thought that a cell's
physical contact with neighboring cells signaled it to stop di-
viding. However, while physical contact may have some in-
fluence, it turns out that the amount of required growth fac-
tors and nutrients available to each cell has a more important
effect: Apparently, when a cell population reaches a certain
density, the availability of nutrients becomes insufficient to
alow continued cell growth and division.

Mosgt animal cells aso exhibit anchorage dependence (see
Figure 12.18a). To divide, they must be attached to a substra-
tum, such asthe inside of a culturejar or the extracellular ma-
trix of atissue. Experiments suggest that anchorageis signaed
to the cdl cycle control system viapathways involving plasma
membrane proteins and elements of the cytoskeleton linked
to them.

Figure 12.17
Does platelet-derived growth factor
(PDGF) stimulate the division of human

fibroblast cells in culture?

EXPERIMENT \ :
]

| @) A sample of connective tissue
| was cut up into small pieces.

e Enzymes were used to digest
the extracellular matrix, resulting
in a suspension of free fibroblast
cells.

sterile culture vessels
containing a ba.slc growth e ——
medium consisting of
glucose, amino acids,
salts, and antibiotics
(as a precaution against
bacterial growth). PDGF 3

was added to half the

vessels. The culture e = |
vessels were
incubated at 37°C.

| (a) In a basic growth medium |

| without PDGF (the control), —
| cells failed to divide.

Without PD(3F

|
a Cells were transferred to a ‘

With PDGF

Without PDGF

(b) In a basic growth medium
plus PDGF, cells proliferated. o
The SEM shows cultured
fibroblasts.
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SI This experiment confirmed that PDGF
stimulates the division of human fibroblast cells in culture.
|
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Density-dependent inhibition and anchorage dependence
appear to function in the body's tissues as well as in cdl cul-
ture, checking the growth of cells at some optimal density and

location. Cancer cells, which we discuss next, exhibit neither
density-dependent inhibition nor anchorage dependence
(Figure 12.18b)

Cells anchor to dish surface ami
divide (anchorage dependence!

When ceiis have formed a
complete single layer, they stop
cJv ding (density-dependent
inhibition).

If some celts are scraped away,
the remaining cells divide to fill
the gap and then stop (density-
dependent inhibition)

(a) Normal mammalian cells. The availability of nutrients, growth
factors, snd a substratum for attachment limits cell density to a
single layer.

Cancer ceils do not exhibit
anchorage dependence or
density-dependent inhibition.

- %

T

25 pm

(b) Cancer celfs. Cancer cells usually continue to divide well beyond
a single layer, forming a clump of overlapping cells.

A Figure 12.18 Density-dependent inhibition and
anchorage dependence of cell division. Individual cells are
shown disproportionately large in the drawings.
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Loss of Cel Cycle Controlsin Cancer Cells

Cancer cdls do not respond normaly to the bod control
mechanisms. They divide excessively and invade other tis-
sues. If unchecked, they can kill the organism.

By studying cells growing in culture, researchers have
learned that cancer cels do not heed the normal signals that
regulate the cell cycle. For example, as Figure 12.18b shows,
cancer cells do not exhibit density-dependent inhibition when
growing in culture; they do not slop dividing when growth
factors are depleted. A logica hypothesis to explain this be-
havior is that cancer cdls do not need growth factors in their
culture medium in order to grow and divide. They may make
a required growth factor themselves, or they may have an
abnormality in the signaling pathway that conveys the growth
factor's signal to the cell cycle control system even in the ab-
sence of that factor. Another possibility is an abnormal cdlt c\ -
cle control system. In fact, as you will learn in Chapter 19,
these are al conditions that may lead to cancer.

There are other important differences between normal cels
and cancer cells that reflect derangements of the cdl cycle. If
and when they stop dividing, cancer cells do so at random
points in the cycle, rather than a the normal checkpoints.
Moreover, in culture, cancer cells can go on dividing indefi-
nitely if they are given a continual supply of nutrients; they
are said to be 'immortal/' A striking example is acell line that
has been reproducing in culture since 1951. Cdls of this line
are caled Hela cellsbecause their origina source was a tumor
removed from a woman named Henrietta Lacks. By contrast
nearly al normal mammalian cells growing in culture divide
only about 20 to 50 times before they stop dividing, age, and
die. (Well see a possible reason for this phenomenon when
we discuss chromosome replication in Chapter 16.)

The abnormal behavior of cancer cdls can be catastrophic
when it occurs in the body. The problem beginswhen asingle
cdl in a tissue undergoes transformation, the process that
converts a normal cell to a cancer cell. The body's immune
system normally recognizes a transformed cell as an insurgent
and destroys it. However, if the cell evades destruction, it may
proliferate and form a tumor, a mass of abnormal cells within
otherwise normal tissue. If the abnormal cells remain a the
origind site, the lump is called a benign tumor. Most benign
tumors do not cause serious problems and can be completely
removed by surgery. In contrast, a malignant tumor becomes
invasive enough to impair the functions of one or more organs
(Figure 12.19). An individua with a malignant tumor is said
to have cancer.

The cdlls of maignant tumors are abnormal in many ways
besides their excessive proliferation. They may have unusual
numbers of chromosomes (whether this is a cause or an effect
of transformation is a current topic of debate). Their metabo-
lism may be disabled, and they may cease to function in any
constructive way. Also, owing to abnormal changes on the




“™Glandular
tissue

Cancer cell

9 Cancer cells spread through
lymph and blood vessels to
other parts of the body.

© A small percentage of cancer
cells may survive and establish
a new tumor in another part
of the body.

© Cancer cells invade neigh-
boring tissue.

0 A tumor grows from a single
cancer cell.

A Figure 12.19 The growth and metastasis of a malignant breast tumor. The ceils
of malignant (cancerous) tumors grow in an uncontrolled way and can spread to neighboring
tissues and, via lymph and blood vessels, to other parts of the body. The spread of cancer cells

beyond their original site is called metastasis.

cells surfaces, they lose or destroy their attachments to neigh-
boring cdlls and the extracellular matrix and can spread into
nearby tissues. Cancer cells may aso secrete signal molecules
that cause blood vessels to grow toward the tumor. A few tu-
mor cells may separate from the original tumor, enter blood
vessels and lymph vessels, and travel to other parts of the
body. There, they may proliferate and form anew tumor. This
spread of cancer cells to locations distant from their original
siteis called metastasis (see Figure 12.19).

A tumor that appears to be localized may be treated with
high-energy radiation, which damages DNA in cancer cdls
much more than it does in normal cells, apparently because
cancer cells have logt the ability to repair such damage. To
treat known or suspected metastatic tumors, chemotherapy is
used, in which drugs that are toxic to actively dividing cels
are administered through the circulatory system. As you
might expect, chernotherapeutic drugs interfere with specific
sepsin the cell cycle. For example, the drug Taxol freezesthe
mitotic spindle by preventing microtubule depolymerization,
which stops actively dividing cells from proceeding past
metaphase. The side effects of chemotherapy are due to the
drugs' efects on normal cells. For example, nausea results
from chemotherapy's effects on intestinal cells, hair loss from
effects on hair fallicle cells, and susceptibility to infection
from effects on immune system cells.

Researchers are beginning to understand how anormal cell
is transformed into a cancer cell. Yau will learn more about
the molecular biology of cancer in Chapter 19. Though the
causes of cancer are diverse, cellular transformation aways

involves the alteration of genes that somehow influence the
cdl cyde control system. Our knowledge of how changes in
the genome lead to the various abnormalities of cancer cels
remains rudimentary, however.

Perhaps the reason we have so many unanswered questions
about cancer cdlsis that there is still so much to learn about
how normal cells function. The cell, lifés basic unit of struc-
ture and function, holds enough secrets to engage researchers
well into the future.

Concept Check L

1. A researcher treats cellswith a chemical that pre-
vents DNA synthesis. This treatment traps the cells
in which part of the cell cycle?

2. In Figure 12.13, why do the nuclel resulting from
experiment 2 contain different amounts of DNA?

3. What is the go-ahead signd for a cel to pass the G,
phase checkpoint and enter mitosis? (See Figure
12.16.)

4. What would happen if you performed the experi-
ment in Figure 12.17 with cancer cdls?

5. What phase of the cell cycle are most of your body
cdlsin?

6. Compare and contrast a benign tumor and a
malignant tumor.

For suggested answers, seeAppendixA.
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Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, Investigations, and other interactive study aids.

SUMMARY OF KEY CONCEPTS

« Unicellular organisms reproduce by cell division. Multicellular
organisms depend on it for development from a fertilized egg,
growth, and repair (pp. 218-219).

Activity Roles of Cell Division

Cdl divisonresultsin genetically identical daughter
cdls

Cells duplicate their genetic material before they divide, ensur-
ing that each daughter cell receives an exact copy of the genetic
material, DNA (p. 219).

Cellular Organization of the Genetic Material (p. 219)
DNA is partitioned among chromosomes. Eukaryotic chromo-
somes consist of chromatin, a complex of DNA and protein that
condenses during mitosis. In animals, gametes have one set of
chromosomes and somatic cells have two sets.

Distribution of Chromosomes During Cell Division
(pp. 219-220) In preparation for cell division, chromosomes
replicate, each one then consisting of two identical sister chro-
matids. The chromatids separate during cell division, becoming
the chromosomes of the new daughter cells. Eukaryotic cell
division consists of mitosis (division of the nucleus) and
cytokinesis (division of the cytoplasm).

The mitotic phase alternates with interphase in the
cdl cycle

« Phases of the Cell Cycle (pp. 221-223) Between divisions,
cells are in interphase: the G., S, and G, phases. The cdl grows
throughout interphase, but DNA is replicated only during the
synthesis (S) phase. Mitosis and cytokinesis make up the
mitotic (M) phase of the cell cycle. Mitosis is a continuous
process, often described as occurring in five stages: prophase,
prometaphase, metaphase, anaphase, and telophase.

Activity The Cell Cycle

« The Mitotic Spindle: A Closer Look (pp. 221-225) The
mitotic spindle is an apparatus of microtubules that controls
chromosome movement during mitosis. The spindle arises from
the centrosomes and includes spindle microtubules and asters.
Some spindle microtubules attach to the kinetochores of chrom-
somes and move the chromosomes to the metaphase plate.

In anaphase, sister chromatids separate and move along the
kinetochore microtubules toward opposite ends of the cell.
Meanwhile, nonkinetochore microtubules from opposite poles
overlap and push against each other, elongating the cell. In
telophase, genetically identical daughter nuclei form at opposite
ends of the cell.

« Cytokinesis: A Closer Look (pp. 224-226) Mitosis is usu-
aly followed by cytokinesis. Animal cells carry out cytokinesis
by cleavage, and plant cells form a cell plate.

Activity Mitosis and Cytokinesis Animation

Activity Mitosis and Cytokinesis Video

Investigation How Much Time Do Cells Spend in Each Phase
o] Mitosis?
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« Binary Fission (pp. 226-227) During binary fission, the bac-
terial chromosome replicates and the two daughter chromo-
somes actively move apart. The specific proteins involved in this
movement are a subject of current research.

* The Evolution of Mitosis (pp. 227-228) Since prokaryot-s
preceded eukaryotes by billions of years, it is likely that mitosis
evolved from bacterial cell division. Certain protists exhibit
types of cell division that seem intermediate between bacterial
binary fission and the process of mitosis carried out by most
eukaryotic cells.

The cell cycleis regulated by a molecular control
system

« Evidence for Cytoplasmic Signals (p. 228)
Molecules present in the cytoplasm regulate progress through
the cell cycle.

The Cell Cycle Control System (pp. 229-232) Cyclic
changes in regulatory proteins work as a cell cycle clock. The
clock has specific checkpoints where the cell cycle stops until a
go-ahead signal is received. The key molecules are cyclins and
cyclin-dependent kinases (Cdks). Cell culture has enabled
researchers to study the molecular details of cell division. Both
internal signals and external signals control the cell cycle check-
points via signal transduction pathways. Most cells exhibit
density-dependent inhibition of cell division as well as anchor-
age dependence.

Loss of Cell Cycle Controls in Cancer Cells

(pp. 232-233) Cancer cells elude normal regulation and divide
out of control, forming tumors. Malignant tumors invade sur-
rounding tissues and can metastasize, exporting cancer cells to
other parts of the body, where they may form secondary tumor;.
Activity Causes of Cancer

'ING YOUR KNOWLEDGE

Evolution Connection

The result of mitosis is that the daughter cells end up with the
same number of chromosomes as the parent cell had. Another wg-
to maintain the number of chromosomes would be to carry out
cell division first and then duplicate the chromosomes in each
daughter cell. What would be the problems with this alternative?
Or do you think it would be an equally good way of organizing
the cell cycle?

Scientific Inquiry

Microtubules are polar structures in that one end (caled the + end)
polymerizes and depolymerizes at a much higher rate than the
other end (the — end). The experiment shown in Figure 12.8
clearly identifies these two ends.

a From the results, identify the + end and explain your reasoning.

b. If the opposite end were the + end, what would the results

be? Make a sketch.




c. Redesign the model in the conclusion of Figure 12.8 to
reflect your new version of the results.

Mitosis?

-Sci_ence, Technology, and Soci ety_

Hundreds of millions of dollars are spent each year in the search for
effective treatments for cancer; far less money is spent preventing
career. Why do you think thisis true? What kinds of lifestyle changes
could we make to help prevent cancer? What kinds of prevention
programs could be initiated or strengthened to encourage these
changes? What factors might impede such changes and programs?

CHAPTER 12 The Cel Cycle
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AN INTERVIEW WITH
Eric Lander

Genomics, the study of all the genes in an or-
ganism and how they function together, is a
new field that is bringing about a revolution in
biology. Having played a major role in the Hu-
man Genome Project, Eric Lander is a leader of
this revolution. Dr. Lander is the founding di-
rector of the Broad Institute of MIT and Har-
vard, which uses genomics to develop new
tools and approaches to understanding and
treating disease. The institute includes the for-
mer Whitehead Center for Genome Research,
which played a leading role in the sequencing
of the human genome.

A graduate of Princeton, Dr. Lander earned
a doctorate in mathematics at Oxford Univer-
sity, where he was a Rhodes Scholar. He then
taught managerial economics at Harvard
Business School until turning full time to biol-
ogy in 1990. Among his many honors have
been a MacArthur Foundation Fellowship and
election to the US. National Academy of
Sciences. Dr. Lander is a professor at both MIT
and Harvard, and he has taught MIT's core
introductory biology course for a decade.

How did you get into genetics?
In high school, | took biology, but | loved
math, and | was a math major in college. |
went on to get ry Ph.D. in mathematics but
decided | didn't want to be a pure mathemati-
cian. One day, my brother suggested | might
be interested in the coding theory of the brain
and sent me some papers on mathematical
neurobiology. i redlized that, to understand
them, | had to learn something about cellular
neurobiology. This required me to study cell
biology Next came molecular biology and
finally, | really had to know genetics. So one
thing led to another—and here | am il
learning genetics!
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What was the main purpose of
the Human Genome Project?

The ultimate purpose of the Human Genome
Project was to read out and make fredy avail-
able the complete DNA sequence of the human
being. This information is fundamental to our
biology. It contains the partslist in terms of
which dl our biological structures and
processes must eventually be described.

Yau can study the detailed properties of indi-
vidual genes, as biologists did before the Human
Genome Project and ill do, or you can study
how @l the components of the system interact.
Important discoveries are made at both levels,
but [here are some things you only see when you
step back. Imagine looking at a pointillist paint-
ing. Up close, the dots are interesting, but when
you step back you can see patterns that weren't
evident &t first. Until the Human Genome Pro-
ject, it hadn't been possible to step back and get
the big picture of the human genome.

Andyss of the genome is unveiling a com-
prehensive picture of how the genes are turned
on and df in different tissues and at different
times, so we can see how genes collaborate in
modules or circuits. It's an ensemble picture
that we'vejust never had before.

What were the main challenges of
the Human Genome Project?

The biggest challenge was the necessity of a
10,000-fold improvement in our methods for
mapping and sequencing DNA—the project
was that much more ambitious than anything
ever done before! Inany redlistic sense, the sci-
entific community was crazy to propose it. But
realism is much overrated. Once we recognized
how important the sequence would be to thou-
sands of scientists, we began to ask why, exactly,
we couldn't do it. Then we took on the barriers
oneat atime. We set intermediate goas, both
to obtain some information that would be im-
mediately useful and to show ourselves that we

were on the right track. And one after another,
we were able to reach our goals: first, genetic
maps we could use to trace the inheritance of
diseases, then physical maps of the chromoso-
mal DNA, and, finally, the nucleotide-by-
nucleotide sequence of the whole genome.

It was a great experience. Everybody in-
volved in the Human Genome Project knew we
were working on something that would till be
fundamental to science a hundred years from
now. We fdt it would be important to our chil-
dren because the medicine of 50 years from
now will be based on this work. And it was the
work of no one individual, no one center, no
one country Overall, the project involved sev-
era thousand people at 20 centers dl over die
world—in the United States, the United King-
dom, France, Germany, Japan, and China. It
was science at its best, an international collabo-
ration of people working together for some-
thing bigger than themselves.

To achieve our goals, we constantly had to
invent new methodologies, and we had to fig-
ure out how to automate as much as possible.
Then we had to figure out how to andyze the
data My own background in mathematics
actually turned out to be useful.

The genome sequences arejust
long chains of A's, C's, T's, and
G's. How do you know which
sections are genes?

Knowing the three billion letters of the human
genome is il afar cry from understanding
what they say It's not easy to identify the genes
within a very long sequence. This is particularly
so in humans and other multicellular eukary-
otes, which generally have huge amounts of
noncoding DNA and gene-coding sequences
split up into small segments (.exons) interrupted
by stretches of noncoding DNA (introns). In
searching for human genes, we're looking for
smdl signasin asea of noise.




Computer programs can do a passablejob of
pick'ng out gene sequences, but only passable.
The sequencesyou can look for include ATG,
which starts the coding sequence of &l genes,
but. YTG is so common in the genome that it's
not much of asignal. You can aso look for
places where that start signal is followed by a
fairly long stretch of nucleotides before one of
the diree-nucleotide slop signals appears, but
that can easily occur by chance. So, usinga
computer to look for those kinds of signals
aone does a pretty crummy job of identifying
genes.

Happily, we have other tricks up our seeves.
On; way to identify genes is to compare the
genome to copies of messenger RN'A molecules
from cells (see Figure 5.25). Another powerful
approach is to compare the human sequence to
these of related species. Because many genes
are crucia to an organism's survival, they tend
to be conserved (.not change very much) during
evolution. So if we look a the portions of the
human genome that are very similar in other
mammals, they Lend to contain genes. The task
of finding al the genes is a fascinating puzzle
that involves computer scientists, evolutionary
biologists, molecular biologists, and others.

How many human genes

are there?

My best guess today is that there are 20,000-
25,000 protein-coding genes. One of the most
surprising findings of the Human Genome
Project was a gene count nruch lower than
people had expected based on the total size of
the human genome; not so many years ago,

"The Human Genome Project.

textbooks gave 100,000 as the likely number
of human genes. When we got the rough draft
of the sequence, we thought there might be as
many as 40,000 genes, but we soon learned
that many of these were actualy pseudogenes,
which are defective, nonfunctional copies of
true genes, The gene count has been faling
and falling. Of course, genes for functional
RVA molecules, such asrRNA, that are not
translated into protein arealso present in the
genome, but they don't add up to alot of terri-
tory, probably only a few thousand genes—
although we're not certain.

How close are we to
understanding the human
genome?
The extent of our ignorance became clear from
comparing the human genome with the mouse
genome. When we lined up the two, we found
thal about 5% ol the human genome showed
strong similarity to that of the mouse, indicating
strong evolutionary conservation since the last
common ancestor of mouse and human. Thus,
the sequences in this DNA must be functionally
very important. But only about athird of the 5%
could be accounted for by known genes and reg-
ulatory sequences, leaving alot more that evolu-
tion "caresabout" than we can explain today.
That'swhal 1 love about genomics Were
learning that there are vast tracts of biology we
have missed. It's as if we suddenly could look a
the whole Earth and see that, gally, there are
severd continents we hadn't known about. Ge-
nomics is revealing huge territories for the next
generation of young scientists to explore.

. was science at its best, an

international collaboration of people working together for
something bigger than themselves.”

How is genomics affecting the
study of evolution?

Evolutionary biology is being transformed by
the availability of genomic data. Now we can
sit down with the complete sequences of a
number of organisms and begin to reconstruct
their evolutionary relationships and histories
in exquisite detall. We can see the forces at
work in different lineages. Eor instance, we
can see that in humans the most actively
evolving genes are those involved in reproduc-
tion and the immune system. Scientists have
long thought that genomes carried such infor-
mation about evolution, but we're finaly get-
ting 1O see'tl laid out clearly. Evolutioniis, so to
speak, an experimentalist that has been run-
ning experiments for three and a half billion
years, since the origin of life on Earth. And,
wonderfully, the genomes of todays organisms
retain the lab notes of these experiments, so
that we can go back and reconstruct the events
that took place.

Let's talk about the application of
genomics to medicine. What goes
on at the Broad Institute?

Thekey challenge ahead is to understand the
molecular basis of common human diseases
such asdiabetes, Iung cancer, psychiatric dis-
eases, and many others. Understanding molec-
ular mechanisms is key to creating therapies.
The sequence of the human genome has given
us a great foundation for systematic under-
standing of disease—but it'sjust a start. We
now need a full understanding of &l the func-
tional elements encoded in the human genome
sequence and how they regulate genes; of dl
the common genetic variantsin the human
population and how they correlate with risk of
disease; of the gene and protein expression pat-
terns that reflect the activation of cellular path-
ways, and of al the genetic mutations that
underlie cancers. In parallel, we need to de-
velop ways to use this comprehensive picture to
identify the right targets for drug development
and other therapies.

The Broad Ingtitute's mission is to help drive
this next stage of biomedicine. The institute
includes many kinds of scientists—biologists,
chemists, physicians, mathematicians, and
others—from across MIT and Harvard, includ-
ing the Harvard hospitals. Together, we're
developing new ways to generate hiological
information and new ways to apply it in med-
ical studies. We aso fed strongly about making
al the daiapublicly available, so that anyone
can use it to ask new questions.
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Sexud Life
Cycles

13.1 Offspring acquire genes from parents by
inheriting chromosomes

13.2 Fertilization and meiosis alternate in sexual
life cycles

13.3 Meiosis reduces the number of chromosome
sets from diploid to haploid

13.4 Genetic variation produced in sexual life
cycles contributes to evolution

Hereditary Similarity
and Variation

iving organisms are distinguished by their ability to re-
L produce their own kind. Only oak trees produce oaks,
: and only elephants can make more elephants. Further-
more, offspring resemble their parents more than they do less
closdly related individuals of the same species. The transmis-
son of traits from one generation to the next is called inheri-
tance, or heredity (from the Latin heres, heir). Along with
inherited smilarity, there is also variation: Offspring differ
somewhat in appearance from parents and siblings. Farmers
have exploited these observations for thousands of years,
breeding plants and animals for desired traits. Just as ancient
is a curiogity about genetic similarities and differences among
people, including family members (Figure 13.1). The mecha
nisms of heredity and variation, however, eluded biologists
until the development of genetics in the 20th century.

Genetics is the scientific study of heredity and hereditary
variation. In this unit, you will learn about genetics at the levels
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A Figure 13.1 Francis Ford Coppola and his family.

of organism, cell, and molecule. On the practica side, you will
leam how modern genetics is revolutionizing medicine and
agriculture, and you will be asked to consider some socid and
ethical questions raised by our ability to manipulate DNA, the
genetic material. At the end of the unit, you will learn about the
contributions geneticists have made to solving the mystery of
how multicellular animals and plants arise from a single cell,
the fertilized egg. In fact, genetic methods and discoveries are
catalyzing progress in al aress of biology—from cell biology :0
physiology, evolutionary biology, ecology, and even behavior.

We begin our study of genetics in this chapter by examin-
ing how chromosomes pass from parents to offspring in sexud 'y
reproducing organisms. The processes of meiosis (a specia
type of cdl division) and fertilization (the fuson of sperm
and egg) maintain a species chromosome count during the
sexua life cycle. We will describe the cellular mechanics of
meiosis and how this process differs from mitosis. Finaly,
we will consider how both meiosis and fertilization cor-
tribute to genetic variation, such as the variation obvious in
the Coppola family (see Figure 13.1).

Offspring acquire genes from
parents by inheriting
chromosomes

Family friends may tell you that you have your mothers freckles
or your father's eyes. However, parents do not, in any literal

sense, give their children freckles, eyes, hair, or any other traits
What, then, is actualy inherited?




Inheritance of Genes

Parents endow their offspring with coded information in the
form of hereditary units caled genes. The tens of thousands
of genes we inherit from our mothers and lathers constitute
out genome. This genetic link to our parents accounts for
family resemblances such as shared eye color or freckles. Our
ger.es program the specific traits that emerge as we develop
from fertilized eggs into adults.

Genes are segments of DNA. You learned in Chapters 1 and
5 tliat DNA is a polymer of four different kinds of monomers
called nucleotides. Inherited information is passed on in the
form of each gene's specific sequence of nucleotides, much as
printed information is communicated in the form of meaning-
ful sequences of letters. Language is symbolic. The brain trans-
late words and sentences into mental images and idess; for
example, the object you imagine when you read "apple’ looks
nothing like theword itsglf. Andlogoudy, cells translate genetic
"sentences" into freckles and other festures that bear no resem-
blance to genes. Most genes program cells to synthesize specific
enzymes and other proteins whose cumulative action produces
an organisms inherited traits. The programming of these traits
in the form of DNA is one of the unifying themes of biology.

The transmission of hereditary traits hasits molecular basisin
the precise replication of DNA, which produces copies of genes
that can be passed dong from parents to offspring. In animals
and plants, reproductive cells called gametes are the vehicles
that transmit genes from one generation to the next. During fer-
tilization, mae and femde gametes (sperm and eggs) unite,
thereby passing on the genes of both parents to their offspring.

Except for tiny amounts of DNA in mitochondria and
chloroplasts, the DNA of a eukaryatic cdl is subdivided into
chromosomes within the nucleus. Every living species has a
characteristic number ofchromosom.es. For example, humans
have 46 chromosomes in amost al of their cells. Each chro-
mosome consists of a single long DNA molecule elaborately
coiled in association with various proteins. One chromosome
includes severa hundred to a few thousand genes, each of
which is a specific sequence of nucleotides within the DNA
molecule. A gene's specific location along the length of a chro-
mosome is called the gene's locus (plural, loci). Our genetic
endowment consists of the genes carried on the chromosomes
we inherited from our parents.

Comparison of Asexual and Sexual
1Reproduction

Only organisms that reproduce asexualy produce offspring
that are exact copies of themselves. In asexual reproduction,
asingleindividual is the sole parent and passes copies of dl its
genes to its offspring. For example, single-celled eukaryotic
organisms can reproduce asexualy by mitotic cell division, in
which DNA is copied and alocated equally to two daughter

-4 Figure 13.2 The asexual
reproduction of a hydra.
This relatively simple rnulticellu-
lar animal reproduces by bud-
ding. The bud, a localized mass
of mitotically dividing cells, de-
velops into a small hydra, which
detaches from the parent (LM).

cells. The genomes of the offspring are virtually exact copies of
the parent's genome. Some multicellular organisms adso
capable of reproducing asexualy. A hydra, which is related to

jellies (jellyfishes), can reproduce by budding (Figure
13.2). Because the cells of abud are derived by mitosis in the
parent, the "chip df the old block" is usually genetically iden-
tica to its parent. An individual that reproduces asexualy
givesrise to a clone, a group of genetically identical individu-
ds. differences occasionally arise in asexudly repro-
ducing organisms as a result in the DNA called
mutations, which we will discussin Chapter 17.

In sexual reproduction, two parents give rise to offspring
that have unique combinations of genes inherited the two
parents. In contrast to a clone, offspring of sexual reproduction

from their siblings and both parents: They are
variations on a common theme of family resemblance, not ex-
act replicas. Genetic variation like that shown 131is
an important consequence of sexua reproduction. What
mechanisms generate this genetic variation? The key is the be-
havior of chromosomes during the sexud life cycle.

Concept Check 3.1

1. How are the traits of parents (such as hair color)
transmitted to their offspring?

2. In the absence of mutation, asexualy reproducing
organisms produce offspring that are genetically
identical to each other and to their parents. Explain.

3. In organisms that reproduce sexudly, how similar
are the offspring to their parents? Explain.

For suggested answers, see Appendix A.
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Concept

Fertilization and meiosis
aternate in sexud life cyces

A life cycle is the generation-to-generation sequence of stages
in the reproductive history of an organism, from conception
to production oi its own offspring. In this section, we use hu-
mans as an example to track the behavior of chromosomes
through sexud life cycles. We begin by considering the chro-
mosome count in human somatic cells and gametes; we will
then explore how the behavior of chromosomes relates to the
human life cycle and other types of sexua life cycles.

Sets of Chromosomes in Human Cells

In humans, each somatic cell—any cdl other than a gamete—
has 46 chromosomes. During mitosis, the chromosomes be-
come condensed enough to be visible in a light microscope.
Because chromosomes differ in size, in the positions of their
centromeres, and in the pattern of colored bands produced by
certain stains, they can be distinguished from one another by
microscopic examination when sufficiently condensed.

Careful examination of a micrograph of the 46 human chro-
mosomes from asingle cel in mitosis reveds that there are two
chromosomes of each type. This becomes clear when images of
the chromosomes are arranged in pairs, starting with the
longest chromosomes. The resulting ordered display is caled a
karyotype (Figure 13.3). The two chromosomes composing a
pair have the same length, centromere position, and staining
pattern: These are called homologous chromosomes, or ho-
mologues. Both chromosomes of each pair carry genes con-
trolling the same inherited characters. For example, if a gene
for eye color is situated at a particular locus on a certain chro-
mosome, then the homologue of that chromosome will aso
have a gene specifying eye color a the equivaent locus.

The two distinct chromosomes referred to as X and 'Y are an
important exception to the genera pattern of homologous chro-
mosomes in human somatic cells. Human femaes have a ho-
mologous pair of X chromosomes (XX), but males have one X
andoneY chromosome (XY). Only small partsof the X andY are
homologous. Mogt of the genes carried on the X chromosome do
not have counterparts on the tiny Y, and the' Y chromosome has
genes lacking on the X. Because they determine an individud's
X, the X and Y chromosomes are caled sex chromosomes.
The other chromosomes are called autosomes.

The occurrence of homologous pairs ot chromosomes in
each human somatic cell is a consequence of our sexua origins.
We inherit one chromosome of each pair from each parent. So
the46 chromosomes in our somatic cdlls are actualy two sets of
23 chromosomes—a maternal set (from our mother) and a pa-
ternal set (from our father). The number of chromosomesin a
sngle s is represented by n. Any cdl with two chromosome
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Figure 13.3

Preparing a Karyotype

| APPLICATION A karyotype is a display of condensed
chromosomes arranged in pairs. Karyotyping can be used to screen

| for abnormal numbers of chromosomes or defective chromosomes
associated with certain congenital disorders, such as Down

| syndrome.

m Karyotypes are prepared from fsolated

somatic cells, which are treated with a drug to stimulate mitosis
and then grown in culture for several days. A siide of cells
arrested in metaphase is stained and then viewed with a

| microscope equipped with a digital camera. A digital photograph
of the chromosomes is entered into a computer, and the chromo «
somes are electronically rearranged into pairs according to size
and shape.

This karyotype shows the chromosomes from
| a normal human male. The patterns of stained bands help identify
| specific chromosomes and parts of chromosomes. Although difficult
to discern in the karyotype, each metaphase chromosome consists
| of two, closely attached sister chromatids (see diagram).
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A Tigure 13.4 Describing chromosomes. A cell with a diploid
number of 6 {In = 6) is depicted here in G, of interphase, following
chromosome replication. (The chromosomes have been artificially

con Sensed.) Each of the six duplicated chromosomes consists of two
sister chromatids joined at the centromere. Each homologous pair is

con posed of one chromosome from the maternal set and

fron the paternal set (blue). Each set is made up of three chromosomes.
Nor sister chromatids are any two chromatids in a pair of homologous
chromosomes that are not sister chromatids.

setsis cdled a diploid cell and has a diploid number of chro-
mosomes, abbreviated In. For humans, the diploid number is
46 (2n = 46), the number of chromosomes in our sométic cells.
In acdl inwhich DNA synthesis has occurred, al the chromo-
somes are duplicated and thus each consists of two identical Ss-
ter chromatids. Figure 13.4 helps daify the various terms that
we use in describing duplicated chromosomes in a diploid cell.
Study this figure so that you understand the differences be-
tween homologous chromosomes, sister chromatids, nonsister
cbromatids, and chromosome sets.

Unlike somatic cells, gametes (sperm and egg cells) contain a
single chromosome set. Such cells are called haploid cells, and
each has a haploid number of chromosomes (n). For humans,
the haploid number is 23 (n = 23), the number of chromosomes
found in a gamete. The set of 23 consists of the 22 autosomes
plas a single sex chromosome. An unfertilized egg cdl (dso
caled an ovum) contains an X chromosome, but a sperm cell
rray containan X or aY chromosome.

Note that each sexually reproducing species has a charac-
teristic haploid number and diploid number. These may be
h gher than, lower than, or the same as the values for humans.
Now let's extend the concepts of haploid and diploid to un-
derstand chromosome behavior during the human life cycle.

Behavior of Chromosome Sets in the Human
Life Cycle

The human life cycle begins when a haploid sperm cell from
the father fuses with a haploid ovum from the mother. This
vjnion of gametes, culminating in fusion of their nuclei, is

called fertilization. The resulting fertilized egg, or zygote, is
diploid because it contains two haploid sets of chromosomes
bearing genes representing the maternal and paternal family
lines. As ahuman develops from azygote to a sexualy

adult, mitosis generates dl the somatic cells of the body. Both
chromosome sets in the zygote and dl the genes they carry are
passed with precision to our somatic cells.

The only cells of the human body not produced by mitosis
are the gametes, which develop in the gonads—ovaries in fe-
maes and testes in males (Figure 13.5). Imagine what would
happen if human gametes were made by mitosis: would
be diploid like the somatic cells. At the next round of fertiliza-
tion, when two gametes fused, the normal chromosome num-
ber of 46 would double to 92, and each subsequent generation
would double the number of chromosomes yet again. This

situation of constantly increasing chromosome num-
ber organisms is avoided through the

Haploid gametes (n = 23)

[ meiosis |

FERTILIZATION

Mitosis and
development

Multicellular diploid
adults {2n = 46)

A Figure 13.5 The human life cycle. In each generation, the dou-
bling of the number of chromosome sets that results from fertilization is
offset by the halving of the number of sets that results from meiosis. For
humans, the number of chromosomes in a haploid cell is 23, consisting
of one set (n = 283); the number of chromosomes in the diploid zygote
and all somatic cells arising from it is 46, consisting of two sets (2n = 46).

This figure introduces a color code that will be used for other life
cycles later in this book. The teal-colored arrows highlight haploid
stages of a life cycle, and the beige-colored arrows highlight
diploid stages.
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process of meiosis. This of division reduces the num-
ber of sets of chromosomes from two to one in the gametes,
compensating for the doubling that occurs at fertilization.
animals, meiosis occurs only in the ovaries or testes. As aresult,
each human sperm and ovum is haploid (n = 23). Fertilization
restores the diploid condition by combining two haploid sets of
chromosomes, and the human life cycle is repeated, generation

generation (see Figure 13.5). You will learn more about the
production of sperm and ovain Chapter 46.

In genera, the steps of the human life cycle are typica
many animals. Indeed, the processes of fertilization and meio-
sis are the trademarks of sexua reproduction.

and meiosis aternate in sexud life cycles, offsetting
each other's effects on the chromosome number and thus per-
petuating chromosome count.

The Variety of Sexual Life Cycles

and is com-
mon to al organisms that reproduce sexudly, the timing of
these two events in the life cycle varies, depending on the
species. These variations can be grouped three main types
of life cycles. In the type of life that occurs
and most other animals, gametes are the only haploid cells.
occurs during the production of gametes, which un-
dergo no further cell division prior to fertilization. The diploid
zygote divides by mitosis, producing a multicellular organism
that is diploid (Figure 13.6a).

Plants and some species of agae exhibit a second type of
life cycle caled alternation of generations. This type of life
cycle includes both diploid and haploid multicellular stages.
The multicellular diploid stage is called the sporophj te.
Meiosis in the sporophyte produces haploid cells called
spores. Unlike a gamete, a spore gives rise to a multicellijlar
individua without fusing with another cell. A spore divides
mitotically to generate a multicellular haploid stage called .he
gametophyte. The haploid gametophyte makes gametes by
mitosis. Fertilization among the haploid gametes results iii a
diploid zygote, which developsinto the next sporophyte gen-
eration. Therefore, in this type of life cycle, the sporophyte
generation produces a gametophyte as its offspring, and he
gametophyte generation produces the next sporophyte gener-
ation (Figure 13.6b).

A third type of life cycle occurs in most fungi and some pro-
tists, including some adgeae. After gametes fuse and fom, a
diploid zygote, meiosis occurs without a diploid offspring de-
veloping. Meosis produces not gametes but haploid cels that
then divide by mitosis and give rise to a haploid multicellular
adult organism. Subsequently, the haploid organism carries
out mitosis, producing the cells that develop into gametes.
The only diploid stage in these species is the single-celled ;iy-
gote (Figure 13.6c). (Note that either haploid or diploid cells
can divide by mitosis, depending on the type of life cycle.
Only diploid cells, however, can undergo meiosis.)

Though the three types of sexua life cycles differ in tile
timing of meiosis and fertilization, they share a fundamental

Key
Haploid
Diploid
Haploid multicellular Haplo (ME!
,-.. fy organism (gametophyte)
Mitosis Mitosis Mitosis Mitosis
— — - n n
MEIOSIS FERTILIZATION | Spores f 5
s — - . — f
MEIOSIS | EERTILIZATION
e Zygote MEIOSIS | FERTILIZATION
2n S = = e
Diploid 5 b
multicellular Mitosis Mitosis
organism
(a) Animals (b) Plants and some algae (c) Most fungi and some protists

A Figure 13.6 Three types of sexual life cycles. The common feature of all three cycles is
the alternation of meiosis and fertilization, key events that contribute to genetic variation among

offspring. The cycles differ in the timing of these two key events.
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resut: Each cycle of chromosome halving and doubling con-
tributes to genetic variation among offspring. A closer look at
meiosis will reved the sources of this variation.

Concept Check

1. How does the karyotype of a human femde differ
from that of a human mae?

2. How does the aternation of rmeiosis and fertilization in
the life cycles of sexualy reproducing organisms main-
tain the normal chromosome count for each species?

2. Dog sperm contain 39 chromosomes. What are the
haploid number and diploid number for dogs?

4. What process (meiosis or mitosis) is more directly
involved in the production of gametesin animas? In
plants and most fungi?

For suggested answers, see Appendix A.

‘l oncept

Meiosis reduces the number of
diromosome sets from diploid
to haploid

Many of the steps of meiosis closely resemble corresponding
sepsinmitosis. Meiosis, like mitosis, is preceded by the repli-
cai ion of chromosomes. However, thissingle replication isfol-
lowed by two consecutive cdl divisions, caled meiosis | and
meiosis II. These divisions result in four daughter cells
(rather than the two daughter cells of mitosis), each with only
hglif as many chromosomes as the parent cell.

The Stages of Meiosis

Tike overview of meiosis in Figure 13.7 shows how both mem-
bers of a single homologous pair of chromosomes in a diploid
cell are replicated and the copies then sorted into four haploid
daughter cells. Recall that sister chromatids are two copies of
one chromosome, attached at the centromere; together they
mjske up one duplicated chromosome (see Figure 13.4). In
contrast, the two chromosomes of a homologous pair are in-
dividual chromosomes that were inherited from different par-
emts they are not usually connected to each other. Homologues
appear alike in the microscope, but they may have different
versions of genes a corresponding loci (for example, a gene
fdr freckles on one chromosome and a gene for the absence of
fijeckles at the same locus on the homologue).

Figure 13.8, on the next two pages, describes in detail the
51 ages of the two divisions of meiosis for an animal cell whose
¢iploid number is 6. Meiosis halves the total number of chro-

Hornologous pair
of chromosomes
in diploid parent cell

A

| Chromosomes
| L replicate
A

v
Homologous pair of replicated chromosomes

Sister ———
chromatids Diploid call with
replicated
chremosames

© Homolngous
chromosemas
sapiarata

Haploid calls with
repiledtac CHIGIROSomEs

e chromatids
ate |

Haploid cells with unreplicated chromosomes

A Figure 13.7 Overview of meiosis: how meiosis reduces
chromosome number. After the chromosomes replicate in
interphase, the diploid cell divides twice, yielding four haploid daugh-
ter cells. This overview tracks just one pair of homologous
chromosomes, which for the sake of simplicity are drawn in the
condensed state throughout (they would not normally be condensed
during interphase). The red chromosome was inherited from the
female parent, the blue chromosome from the male parent.

mosomes in a very specific way reducing the number of sets
from two to one, with each daughter cell receiving one set of
chromosomes. Study Figure 13.8 thoroughly before going on
to the next section.
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Figure 13.8

 INTERPHASE

Centrosomes

(with centriole pairs)
\'._

A

-
Chromatin

Chromosomes duplicate

Interphase

Chromosomes replicate
during S phase but remain
uncondensed.

Each replicated chromosome
consists of two genetically
identical sister chromatids
connected at the centromere.
The centrosome replicates,
forming two centrosomes.

Prophase |

 This phd’e typically
occupies more than 90% of
the time required for meiosls.

« Chromosomes begin to
condense.

. » Homologous chromosomes
loosely parr aiong [heir
lengths, precisely aligned
gene by gene.

UNIT THREE Lsenefics

244

The Meiotic Division of an Animal Cell

MEIOSIS |: Separates homologous chromosomes

PROPHASE |

Homologous chromosomes
(red and blue) pair and
exchange segments; 2n = 6
in this example

In crossing over, the DNA
molecules in nonsister chro-
matids break at correspon-
ding places and then rejoin
to the other's DNA.

In synapsis. a protein struc-
ture called the synaplonemal
complex forms between
homologues. holding them
tightly together along their
lengths.

The synaptonemal complex
disassembles in late prophase,
and each chromosome pair
becomes visible in the
microscope as a tetrad, a
group of four chromaiids.
Hach tetrad has one or more
chiasmata, criss-crossed
regions where crossing over
iias occurred; ;hee hold liie

Spindle

METAPHASE |

Centromere
(with kinetochore)

Tetrads line up

horaologiit's toge::iti* untiL!

anaphase .
» The movement of
centrosomes, formation oi
spindle microtubules,
breakdown of the nuclear
envebpe, and dispersal of
nucleoli occur as in mitosis.
in late prophase | (not shown
here), the kinetochore™ ot
each horaologue attach to
niicrotubules from one pole
or the other. The homologous
pairs then move toward the
metaphase plate.

Metaphase |

* The pairs of homologous
chromosomes, HI Liie form of
tetrads, are now arranged on

the metaphabC niace. vaih cie

ANAPHASE |

Sister chromatids
remain attached

Pairs of homologous
chromosomes split up

chromosome of each pair
facing each pole.

Both chromatids of a homo-
logue are attached to kineto-
chore microtubules from ore
pole; those of the other
homologue are attached LO
microtubules from the
opposite pole.

Anaphase |
» The chromosomes move

toward the poles, guided by
the spindle apparatus.

Sister chromalids remain
attached at the centromere
and move as a single unit
toward the same pole.
Homologous chromosomes,
each composed of two sister
chromatids, move toward
opposite poles.




Two haploid cells
form; chromosomes
are still double

Telophase| and Cytokinesis

.e+ At the beginning of
Ielophase 1. each half o\' the
cell has a complete haploid
set of chromosomes, but
each chromosome is still
composed of two sister
chromatids~

« Cytokinesis (division of the

cytoplasm) usually occurs
.simultaneously with
Lelophaie S.1ormmg two
haploid daughter cells.

s |nanimal cells, acleavage
furrow forms. (In plant cells,
acell plate forms.)

" In somebut not al species,
the chromosomes decondense
and the nuclear envelope
and nucleoli re-form.

-

MEIOSIS II: Separates sister chromatids

PROPHASE |l

METAPHASE Il

ANAPHASE I

TELOPHASE Il AND
CYTOKINESIS

daughter cells

During another round of cell division, the sister chromatids finally separate;
four haploid daughter cells result, containing single chromosomes

No chromosome replication
occurs between the end of

meiosis | and the beginning
of meiosis |1, as the chromo-
somes are already replicated.

Prophase |1

« A spindle apparatus forms.

>- |nlate prophase Il (not
shown here), chromosomes,
each till composed of two
chromalids, move toward
the metaphase |1 plate.

Metaphase I1

(* The chromosomes are posi-
tioned on the metaphase
plate asin mitosis.

«* Because of crossing over in
meiosis|, the two sister

chromatids of each chromo-
some are not genetically
identical.

 The kinetochores of sister
cbromatids arc attached to
rnicrotubules extending
from opposite poles.

Anaphase H

* The centromeres of each
chromosome finally
separate, and the sister
chromatids come apart.

* The sister chromatids of each
chromosome now move as
two individual chromosomes
toward opposite poles.

Telophasell and Cytokinesis
* Nuclei form, the chromo-
somes begin decondensing,
and cytokinesis occurs.
* The meiotic division of one
parent cell produces four
daughter cells, eachwith a
haploid set of (unreplicated)
chromosomes.
Each of the four daughter
cellsis genetically distinct
from the other daughter cells
and from the parent cell.
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MITOSIS

.
Parent cell

Chiasma (site of
(before chromosome replication)-

crossing over) MEIOSIS |

Prophase

Prophasel
N |
Chromosome %

. replicatian ATetrad formed by
Duplicated chromosome ~ synapsis of homologous
(two sister chromatids) chromosomes
Tetrads S
Metaphase positionad at the z Metaphase |
metaphase plate
A
)
Anaphase Homologues ¥ Anaphase |
Telophase separate Telophase |
during e == ]
anaphase |;,, % - faploid
p sister \ ]# %
o chromatids :
== remain tooeiher, | Daughter [}
- | l cells of | !
— |l|' ', meiosis | | |
1 !
N 1 |I I'|
o 2n ¥ ¥ 5 MEIOSIS 11
Daughter cells i T
of mitosis =— o e -
- = — —
n " n n
Daughter cells of meiosis Il
Sister chromatids separate during anaphase I
SUMMARY |
Property tosis
DNA Occurs during interphase before mitosis begins Occurs during interphase before meiosis | begins
replication
Number of One, including prophase, metaphase, Two, each including prophase, metaphase, anaphase, and
divisions anaphase, and telophase telophase
Synapsis of Does not occur Occurs during prophase |, forming tetrads (groups of four
homologous chromatids); is associated with crossing over between non-
chromosomes sister chromatids
Number of Two, each diploid (2n) and genetically Four, each hapfoid (n), containing half as many chromosomes
daughter cells identical to the parent cell as the parent cell; genetically different from the parent
- and genetic cell and from each other
composition
Role in the

Enables multicellular adult to arise from

animal body zygote; produces cells for growth and

Produces gametes; reduces number of chromosomes by half
and introduces genetic variability among the gametes
H I HH tissue repair

A Figure 13.9 A comparison of mitosis and meiosis.
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A Comparison of Mitosis and Meiosis

Now let's summarize the key differences between meiosis and
mitosis. Meiosis reduces the number of chromosome sets
from two (diploid) to one (haploid), whereas mitosis con-
serves the number Therefore, mitosis
produces daughter cells genetically identical to parent
cell and to each other, whereas meiosis produces cells that
from their parent and from each other.
Figure 13.9 compares mitosis and meiosis. Three events are
unique to meiosis, and al three occur during meiosis I

1. Synapsis and crossing over. During prophase |, dupli-
cated homologous chromosomes line up and become
physically connected along
likeprotein structure, the synaptonemal complex; this
process is caled synapsis. Genetic rearrangement be-
tween nonsister chromatids, known as crossing over,
aso occurs during prophase disassembly
of the synaptonemal complex in late prophase, the four
chromatids of a homologous pair are visible in the light
microscope as a tetrad. Each tetrad normally contains
at least one X-shaped region caled a chiasma (plural,
chiasmatd), the physical manifestation of crossing over.
Synapsis and crossing over normally do not occur
during mitosis.

. Tetrads on the metaphase plate. At metaphase | of
meiosis, paired homologous chromosomes (tetrads) are
positioned on the metaphase plate, rather than individ-
ud replicated chromosomes, asin mitosis.
Separation of homologues. At | of melosis,
the duplicated chromosomes of each homologous pair
move toward opposite poles, but the sister chromatids
duplicated chromosome remain attached. In
mitosis, sister chromatids separate.

N

[

Meiosis 1iscaled the reductiondl division becauseit halves
the number of chromosome sets per cell—a reduction from
two sets (the diploid state) to one set (the haploid state). The
sister chromatids then separate during the second meiotic di-
vision, meiosis IT, producing haploid daughter cells. The
mechanism for separating sister chromatids is virtually identi-
cd inmeiosis mitosis.

[Concept Check 13.3

1. Using the concept of chromosome sets, explain
briefly how mitosis conserves chromosome number,
whereas meiosis reduces the number of chromo-
somes by hdlf.

2. How are the chromosomes in a cell at metaphase of
mitosis similar to and different from the chromo-
somes in acell a metaphase of meiosis TT?

For suggested answers, see Appendix A.

Genetic variation produced
in sexual life cycles contributes
to evolution

How do we account for the genetic variation illustrated in
Figure 13.1? Asyou will learn in later chapters, mutations are
the original source of genetic diversity: These changes in an
organism's DNA create different versions of genes. Once these
differences arise reshuffling of the versions during sexual re-
production produces the variation that results in each mem-
ber of a species having its own unique combination of traits.

Origins of Genetic Variation Among Offspring

In species that reproduce sexudly, the behavior of chromo-
somes during meiosis and fertilization is responsible for most
of the variation that arises each generation. Let's examine three
mechanisms that contribute to the genetic variation arising
from sexud reproduction: independent assortment of chro-
mosomes, crossing over, and random fertilization.

Independent Assortment of Chromosomes

One aspect of sexual reproduction that generates genetic
variation is the random orientation of homologous pairs of
chromosomes a metaphase of meiosis 1. At metaphase 1, the
homologous pairs, each consisting ol one maternal and one
paternal chromosome, are situated on the metaphase plate.
(Note that the terms maternal and paternal refer, respectively,
to the mother and father of the individual whose cells are un-
dergoing meiosis,) Each pair may orient with either its maternal
or paternal homologue closer to a given pole—its orientation
is as random as the flip of acoin. Thus, there is a 50% chance
that a particular daughter cell of meiosis f will get the maternal
chromosome of a certain homologous pair and a 50% chance
that it will receive the paternal chromosome.

Because each homologous pair ol chromosomes is posi-
tioned independently of the other pairs a metaphase |, the first
melotic divison resultsin each pair sorting its maternal and pa-
ternal homologues into daughter cells independently of every
other pair. Thisiscaled independent assortment. Each daughter
cdl represents one outcome of &l possible combinations of ma
ternal and paternal chromosomes. As shown in Figure 13.10
on the next page, the number of combinations possible for
daughter cedlls formed by meiosis of a diploid cell with two
homologous pairs of chromosomes (2t = 4) is four. Note that
only two of the four combinati ons of daughter cells shown inthe
figure would result from meiosis of asingle diploid cell, because
asingle parent cell would have one or the other possible chro-
mosomal arrangement at metaphase |, hut not both. However,
the population of daughter cells resulting from meiosis of alarge
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number of diploid cells contains dl |
four types in approximately equal |-
numbers. In the case of n = 3, eight
combinations of chromosomes are chromosomes
possible for daughter cells. More gen- g Poternal setof
erdly, the number of possible com-
binations when chromosomes sort
independently during meiosis is 2",
where n is the haploid number of the
organism.

In the case of humans, the haploid
number (ft) inthe formulais 23. Thus, Hﬂ

Key

Maternal set of

the number of possble combinations

of maternal and paternal chromo-

somesin the resulting gametes is 2%, i

or about 8 million. Each gamete that / \
you produce in your lifetime contains
one oi roughly 8 million possible
combinations of chromosomes inher- ——
ited from your mother and father.

Combination 1

Possibility 1
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A Figure 13.10 The independent assortment of homologous chromosomes in meiosis.

Crossing Over

As a consequence of the independent assortment of chromo-
somes during meiosis, each of us produces a collection of
gametes differing greetly in their combinations of the chromo-
someswe inherited from our two parents. Figure 13.10 suggests
that each individual chromosomein agamete is excusvely ma
ternal or paternal in origin. In fact, thisis not the case, because
crossing over produces recombinant chromosomes, individ-
ual chromosomes that carry genes (DNA) derived from two dif-
ferent parents (Figure 13.11).

Crossing over begins very early in prophase |, as homolo-
gous chromosomes pair loosely along their lengths. Each gene
on one homologue is aligned precisely with the corresponding
gene on the other homologue. In asingle crossover event, the
DNA molecules of two nonsister chromatids—one maternal
and one paterna chromatid of a homologous pair—are bro-
ken at the same place and then rejoined to each others DNA.
That is, the segment of each sister chromatid from the break
point to the end isjoined to the rest of the other chromatid. In
effect, two homologous segments trade places, or cross over,
producing chromosomes with new combinations of maternal
and paternal genes (see Figure 13.11).

In humans, an average of one to three crossover events occur
per chromosome pair, depending on the Sze of the chromosomes
and the position of their centromeres. Recent research indicates
that, in Some species, crossing over may be essentia for synapsis
and the proper assortment of chromosomes in meiosis . How-
ever, the exact relationship between crossing over and synap-
gsisnot yet fuly understood and seems to vary among species.

At metaphase 11, chromosomes that contain one or more
recombinant chromatids can be oriented in two alternative,
nonequivalent ways with respect to other chromosomes,
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because their sister chromatids are no longer identical twins.
The independent assortment of these nonidentical sister chro-
matids during meiosis |1 increases even more the number of
genetic types of daughter cells that can result from meiosis.
You will learn more about crossing over in Chapter 15. The
important point for now is that crossing over, by combining
DNA inherited from two parentsinto asingle chromosome, is
an important source of genetic variation in sexua life cycles

Random Fertilization

The random nature of fertilization adds to the genetic varia-
tion arising from meiosis. In humans, for instance, each md.e
and femae gamete represents one of approximately 8 million
possible chromosome combinations due to independent as-
sortment during meiosis. The fusion of a single mae gamete
with a single femae gamete during fertilization will produce a
zygote with any of about 64 trillion (8 million x 8 million.)
diploid combinations. (If you calculate 23 X 22 exactly, you
will End that the total is actualy over 70 trillion.) Adding in
the variation brought about by crossing over, the number of
possibilities is truly astronomical. No wonder brothers and
sisters can be o different. You redly are unique.

Evolutionary Significance of Genetic
Variation Within Populations

Now that you've learned how new combinations of genes arise
among offspring in a sexually reproducing population, let's see
how the genetic variation in a population relates to evolution.
Darwin recognized that a population evolves through the
differentid reproductive success ol its variant members. On




average, those individuals best suited to the loca environment
_Nonsister leave the most offspring, thus transmitting their genes. This nat-

- h tid: 3 2 E . -
HHH Tl (e ural selection resultsin the accumulation of those genetic varia

tions favored by the environment. As the environment changes,

g the population may survive if, in each generation, a lesst some

Tatratd—"1 of its members can cope efectively with the new conditions.

¥ Different genetic variations may work better than those that pre-

F vioudy prevailed. In this chapter, we have seen how sexual

N Chiasma— & reproduction contributes to the genetic variation present in a
m ._ population, which ultimately results from mutations.

over \ Although Darwin redlized that heritable variation is what

| b makes evolution possible, he could not explain why offspring

»

resemble—but are not identical to—their parents. Ironicaly,

Lzl : Gregor Mendd, a contemporary of Darwin, published a theory

of inheritance that helps explain genetic variation, but his dis-

coveries had no impact on biologists until 1900, more than 15

years after Darwin (1809-1882) and Mendd (1822-1884) had

7N, died. Inthe next chapter, you will learn how Mendel discovered
the basic rules governing the inheritance of specific traits.

= }(_ =t X Concept Check
1. Fruit flies have a diploid number of 8, and honey-

bees have a diploid number of 32. Assuming no

\ crossing over, is the genetic variation among off-
spring from the same two parents likely to be greater
in fruit flies or honeybees? Explain.

2. Under what circumstances would crossing over dur-
ing meiosis not contribute to genetic variation
among daughter cdlls?

hetaphase 11

chromosomes

For suggested answers, see Appendix A-
A Figure 13,11 The results of crossing over during meiosis.
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Go to the Campbell Biology website (www.campbellbiology.com) or CD- m

ROM to explore Activities, Investigations, and other interactive study aids. s 2 L I )
Fertilization and meiosis alternate in sexual life cycles

Sets of Chromosomes in Human Célls (pp. 240-241)
Normal human somatic cells have 46 chromosomes made up of
two sets—one set of 23 chromosomes derived from each parent.

SUMMARY OF KEY CONCEPTS

lm In diploid cells (2n = 46), each of the 22 maternal autosomes
= : . L. has a homologous paternal chromosome- The 23rd pair, the sex

Offspring acquire genes from parents by inheriting chromosomes, determines wheiher the person is femae (XX) or

chromosomes male (XY).

1" Inheritance of Genes (p. 239) genein an « Behavior of Chromosome Sets in the Human Life Cycle
DNA has a specific certain chromosome. inherit (pp. 241-242) At sexual maturity, ovaries and testes (the gonads)
one st of chromosomes from one our produce haploid gametes by meiosis, each gamete containing a
father. single set of 23 chromosomes. During fertilization, an ovum and

sperm unite, forming a diploid (2n) single-celled zygote, which

' Comparison of Asexual and Sexual Reproduction : J ) S
®. 23%) In asexual reproduction, one paren?aproduces develops into a multicellular organism by mitosis.
identical offspring by mitosis. Sexual The Variety of Sexual Life Cycles (pp. 242-243) Sexua
of genes from two parents, forming life cycles differ in the timing of meiosis in relation to fertiliza-
genetically diverse tion. Multicellular organisms may be diploid or haploid or may
alternate between haploid and diploid generations.
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Meiosis reduces the number of chromosome sets from
diploid to haploid

* The Stages of Meiosis (pp. 243-245) The two cell divisions
of meiosis produce four haploid daughter cells. The number of
chromosome sets is reduced from diploid to haploid during
meiosis |, the reductional division.

* A Comparison of Mitosis and Meiosis (pp. 246-247)
Meiosis is distinguished from mitosis by three events of meiosis
I; synapsis, which is with crossing positioning
of paired homologous chromosomes (tetrads) metaphase
plate; and movement of the two chromosomes of each homolo-
gous pair (not the sister chromatids) to opposite poles during
anaphase |. Meiosis || separates the sister chromatids.

Meiosis Animation

Genetic variation produced in sexual life cycles
contributes to evolution

< Origins of Genetic Variation Among Offspring
(pp. 247-249) The events of sexua reproduction that con-
tribute to genetic variation population are independent
assortment of chromosomes during meiosis, crossing over during
cells by sperm.
Origins of Genetic Variation
How Can the Frequency of Crossing Over Be

Estimated?

« Evolutionary Significance of Genetic Variation Within
Populations (pp. 248-249) Genetic variation is the raw
material for evolution by natural selection. Mutations are the

variation; the production of new combi-
nations genes reproduction generates
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TESTING YOUR KNOWLEDGE l

Evolution Connection

Many species can reproduce either asexually or sexualy. Speculate
about the evolutionary significance of the switch from asexua to
sexual reproduction that occurs in some organisms when the envi-
ronment becomes unfavorable.

Scientific Inquiry
You prepare a karyotype of an animal you are studying and discover
that its somatic cells each have three homologous sets of chromo-
somes, a condition called triploidy. What might have happened?

Crossing Over Be
Estimated?

Science, Technology, and Society
Starting with short pieces of needles from straight, fast-growing
pine trees, we can grow thousands of genetically identical trees that
are superior producers of lumber. What are the short-term and
long-term benefits and drawbacks of this approach?




Mendel and  *E<E2
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1141 Mendel used the scientific approach to
identify two laws of inheritance

"14.2  The laws of probability govern Mendelian
inheritance

14.3 Inheritance patterns are often more
complex than predicted by simple
Mendelian genetics

14.4  Many human traits follow Mendelian
patterns of inheritance

[ Overview

Drawing from the Deck of Genes

yes of brown, blue, green, or gray; hair of black,
brown, blond, or red—these arej ust a few examples of
eritable variations that we may observe among indi-
viduals in a population. What genetic principles account for
the transmission of such traits from parents to offspring?
One possible explanation of heredity is a "blending” hy-
pothesis, the idea that genetic material contributed by the two
parents mixes in amanner ana ogous to the way blue and yel-
low paints blend to make green. This hypothesis predicts that
over many generations, a fredy mating population will give
rise to a uniform population of individuals. However, our
everyday observations and the results of breeding experi-
ments with animals and plants contradict such a prediction.
The blending hypothesis aso fails to explain other phenom-
ena of inheritance, such as traits reappearing after skipping a
generation.

An alternative to the blending model is a "paniculate™ hy-
pothesis of inheritance: the gene idea. According to this

model, parents pass on discrete heritable units—genes—that
retain their separate identities in offspring. An organism's col-
lection of genes is more like a deck of cards bucket of
marblesthan apail of paint. Like cardsand marbles, genescan
be sorted and passed along, generation after generation, in
undiluted form.

Modern genetics had its genesis in an abbey garden,
where a monk named Gregor Mendel documented a partic-
ulate mechanism of inheritance. The in Figure 14.1
depicts Mendel working with his experimental organism,
garden pesas. developed his theory of inheritance
severa decades before the behavior of chromosomes was

in the microscope and their significance understood.
So in this chapter, we digress from the study of chromo-
somes to recount how Mendel arrived at his theory. We will
aso explore how to predict inheritance of certain char-
acteristics and consider inheritance patterns more complex
than those Mendel observed in garden peas. Finaly, we will
see how the Mendelian model applies to the inheritance of
human variations, including hereditary disorders such as
sickle-cell disease.

Mendel used the scientific
approach to identify two laws

of inheritance

Mende discovered the basic principles of heredity by breed-
ing garden peas in carefully planned experiments. As we re-

trace his work, the key elements of the scientific process that
wereintroduced in Chapter 1 will be evident.
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Mendel's Experimental, Quantitative
Approach

Mendel grew up on his parents' small famin a region of Aus-
tria that is now part of the Czech Republic. At schoal in this
agricultural area, Mendel and the other children received agri-
cultural training along with basic education. Later, Mendel
overcame financia hardship and illness to excel in high school
and at the Olmutz Philosophical Institute.

In 1843, at the age of 21, Mendel entered an Augustinian
monastery. After failing an examination to become a teacher,
he went to the University of Vienna, where he studied from
1851 to 1853. These were very important years for Mendel's
development as a scientist. Two professors were especially
influential. One was the physicist Christian Doppler, who en-
couraged his students to learn science through experimenta-
tion and trained Mendel to use mathematics to help explam
natural phenomena. The second was a botanist named Franz
Unger, who aroused Mendd's interest in the causes of varia-
tion in plants. These influences came together in Mendd's
subsequent experiments with garden peas.

After attending the university, Mendel was assigned to teach
a a school where severd other teachers shared his enthusiasm
for scientific research. What's more, many university professors
and researchers lived at the monastery with Mendel. Mogt im-
portant, the monks had a long-standing interest in the breeding
of plants. Around 1857, Mendel began breeding garden peas in
the abbey garden in order to study inheritance. In itsdf, this
does not seem extraordinary. What was extraordinary was
Mendé's fresh approach to very old questions about heredity.

Mendel most likely chose to work with peas because they
ae available in many varieties. For example, one variety has
purple flowers, while another variety has white flowers. A
character is a heritable feature, such as flower color, that
varies among individuals. Each variant for a character, such as
purple or white color for flowers, is called a trait. (Some ge-
neticists use the terms character and trait synonymously but
in this book we distinguish between them.)

Another advantage in using peas was that Mendel could
strictly control which plants mated with which. The repro-
ductive organs of a pea plant are in its flowers, and each pea
flower has both pollen-producing organs (stamens) and an
egg-bearing organ (carpel). In nature, pea plants usualy sf-
fertilize: Pollen grains released from the stamens land on the
carpel of the same flower, and sperm from the pollen fertilize
eggs in the carpel. To achieve cross-pollination (fertilization
between different plants), Mendel removed the immature
stamens of a plant before they produced pollen and then
dusted pollen from another plant onto the altered flowers
(Figure 14.2). Each resulting zygote then developed into a
plant embryo encased m a seed (pea). Whether ensuring sdf-
pollination or executing artificia cross-pollination, Mendel
could aways be sure of the parentage of new seeds.
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Mendel chose to track only those characters that varied in
an "either-or" manner rather than a "more-or-less’ manner.
For example, his plants had either purple flowers or white
flowers, there was nothing intermediate between these two
varieties. Had Mendel focused instead on characters that
varied in a continuum among individuals—seed weight, for
example—he would not have discovered the particulate na
ture of inheritance (you'll learn why later).

Mendel adso made sure that he started his experiments
with varieties that were true-breeding. When true-breeding
plants self-pollinate, &l their offspring are of the same variety,
For example, a plant with purple flowers is true-breeding if

Figure 14.2

Crossing Pea Plants

APPLICATION By crossing (mating) two true-breeding
varieties of an organism, scientists can study patterns of
inheritance. In this example, Mendel crossed pea plants that
varied in flower color.

§ O Removed stamens

from purple flower

8 Transterred sperm-
bearing pollen from
starnens of white
flower 10 egg-
hearing carpel of
purple Hower

Parental
aeneration
(F)

\

€ Follinated carpel
matured into pod

0 Planted seeds
from pod

When pollen from a white flower fertilizes
eggs of a purple flower, the first-generation hybrids all have purple
| flowers. The result is the same for the reciprocal cross, the transfer
‘ of pollen from purple flowers to white flowers.

‘;f‘
First 1‘}%*, ;
generation .o

offspring
(Fy)

6 Examined
offspring:
aif purpte
flowers




th: seeds produced by self-pollination al give rise to plants
that also have purple flowers.

In atypical breeding experiment, Mendel cross-pollinated
two contrasting, true-breeding pea varieties—for example,
purple-flowered plants and white-flowered plants (see
Figure 14.2). This mating, or crossing, of two true-breeding
varieties is called hybridization. The true-breeding parents
are referred to as the P generation (parental generation),
and their hybrid offspring are the Fi generation (first filial
generation, the word filial from the Latin word for "son"). Al-
lowing these F; hybrids to self-pollinate produces an
F> generation (second filid generation). Mendel usually fol-
lowed traits for at least the P, Fi, and F, generations. Had
Mende stopped his experiments with the F. generation, the
basic patterns of inheritance would have eluded him. It was
mainly Mendd's quantitative analysis of F, plants that re-
vedled the two fundamental principles of heredity that are
now known as the law of segregation and the law of inde-
pendent assortment.

| he Law of Segregation

I the blending model of inheritance were correct, the ¥
hybrids from a cross between purple-flowered and white-
flowered pea plants would have pae purple flowers, interme-
diate between the two varieties of the P generation. Notice in
Figure 14.2 that the experiment produced a very different re-
sult: All the H offgpring had flowersjust aspurple as the purple-
f owered parents. What happened to the white-flowered
plants' genetic contribution to the hybrids? If it were lost, then
theFj plants could produce only purple-flowered offspring in
the F, generation. But when Mendel alowed the F, plants to
sdf-pollinate and planted their seeds, the white-flower trait
reappeared in the F, generation.

Mendel used very large sample sizes and kept accurate
lecords of his results: 705 of the F, plants had purple flowers,
and 224 had white flowers. These data fit a ratio of approxi-
mately three purple to one white (Figure 14.3). Mendel
reasoned that the heritable factor for white flowers did not dis-
gppear in the Fi plants, but only the purple-flower factor was
dfecting flower color in these hybrids. In Mendd's terminol-
ogy, purple flower color is a dominant trait and white flower
color is a recessive trait. The reappearance of white-flowered
plantsin the F, generation was evidence that the heritable fac-
.or causing that recessive trait had not been diluted by coexist-
\ng with the purple-flower factor in the F, hybrids.

Mendel observed the same pattern of inheritance in six
other characters, each represented by two different traits
Table 14.1, on the next page). For example, the parental
pea seeds either had a smooth, round shape or were wrin-
kled. When Mendel crossed his two true-breeding varieties,
dl the Fi hybrids produced round seeds; this is the domi-
nant trait. In the F* generation, 75% of the seeds were

round and 2D% were wrinkled—a 3:1 ratio, as in Figure
14.3. Now let's see how Mendel deduced the law of segre-
gation from his experimental results. In our discussion, we
will use modern terms instead of some of the terms used by
Mendel (for example, well use “gene' instead of Menddl's
"heritable factor™).

Mendd's Mode?

Mendel developed a hypothesis, or model, to explain the 3:1
inheritance pattern that he consistently observed among the
F, offspring in his pea experiments. We describe four related
concepts making up thismodel, the tourth of which is the law
of segregation.

First,alter nativever sionsofgenesaccountjor variationsinin-
herited characters. The gene for flower color in pea plants, for
example, exigts in two versions, one for purple flowers and
the other for white. These alternative versions of a gene are

Figure 14.3
When F, pea plants with purple

flowers are allowed to self-pollinate, what
flower color appears in the F, generation?

EXPERIMENT Trile-breeding purple-flowered pea plants and
white-flowered pea plants were crossed (symbolized by x). The |
| resuling F; hybrids were allowed to self-pollinate or were cross-
pollinated with other F, hybrids. Flower color was then observed in
the F, generation.
| |

| P Generation

(true-breeding
parents)

| F, Generation

{hybrids)

F7 Generation
|

m Both purple-flowered plants and white-
flowered plants appeared in the F, generation. In Mendel's

| experiment, 705 plants had purple flowers, and 224 had white
flowers, a ratio of approximately 3 purple : 1 white.
=N
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Table 14.1 The Results of Mendel's F; Crosses for Seven
Characters in Pea Plants

F, Generation
Dominant:Recessive

Recessive
Trait

Dominant

Character ~ Trait

organism has two sets of chromosome:;,
one set inherited from each parent.
Thus, a genetic locus is actualy repre-
sented twice in a diploid cell. The two

Ratio aleles at a particular locus may be ider -

Flower color

Purple
-

Flower
position

Seed color

Seed shape

Pod shape

Pod color Gréen %

y A

Drarl

White T3

now called alleles (Figure 14.4). Today, we can relate this con-
cept to chromosomes and DNA. As noted in Chapter 13, each
gene resides at a specific locus on a specific chromosome. The
DNA at that locus, however, can vary somewhat in its se-
quence of nucleotides and hence in its information content.
The purple-flower dlele and the white-flower alele are two
DNA variations possible at the flower-color locus on one of a
pea plant's chromosomes.

Second, for each character, an organism inherits two alleles,
onefrom each parent. Remarkably, Mendel made this deduc-
tion without knowing about the role of chromosomes. Re-
cal from Chapter 13 that each somatic cell in a diploid
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tical, as in the true-breeding plants of
Mendel's P generation. Or the alleks
may differ, as in the F; hybrids (see
Figure 14.4).

- Third, if the two alleles at a locus differ,
B then one, the dominant allele, determines
the organism's appearance; the other, the
recessive allele, has no noticeable effect
on the organism's appearance. Thu;
Mendel's FT plants had purple flowers
because the alele for that trait is domi-
nant and the alele for white flowers is
recessive.

The fourth and final part of Mendel's
model, now known as the law of segre-
gation, states that the two alleles for a
heritable character separate (segregate)
during gameteformation and end up in dif-
ferent gametes. Thus, an egg or a sperm
gets only one of the two aleles that are
present in the somatic cells of the organ-
ism. In terms of chromosomes, this seg-
regation corresponds to the distribution
of homologous chromosomes to differ-
ent gametes in meiosis (see Figure
13.7). Note that if an organism has iden-
tica alleles ior a particular character—
that is, the organism is true-breeding for
that character—then that alele is pres-
ent in al gametes. But if different aleles
are present, as in the F, hybrids, then
50% of the gametes receive the domi-
nant alele and 50% receive the recessive
alele.

-~~~ A Does Mendel's segregation model ac-

count for the 3:1 ratio he observed in
the F, generation of his numerous crosses? For the flower-
color character, the model predicts that the two different al-
leles present inan F, individual will segregate into gametes
such that half the gametes will have the purple-flower alele
and half will have the white-flower alele. During self-polli-
nation, gametes of each class unite randomly. An egg with a
purple-flower alele has an equal chance of being fertilized
by a sperm with a purple-flower alele or one with a white-
flower allele. Since the same is true for an egg with a white-
flower alele, there are a total of lour equally likely combi-
nations of sperm and egg. Figure 14.5 illustrates these
combinations using a Punnett square, a handy diagrammatic

A

AN

2821

2841




device br predicting the alele composition of offspring What will the physical appearance of these F, dof-

from a cross between individuals of known genetic makeup. spring? One-fourth of the plants have inherited two purple-
Notice that we use a capital letter to symbolize a dominant flower dleles; dearly, these plants purple flowers.
alele and alowercase letter for arecessive alele. In our ex- One-hdf of the F, offspring have inherited one purple-flower

ample, P is the purple-flower alele, and p is the white- dlele and one dlde these plants
flower alele. purple flowers, the dominant trait. of the
F, plants have inherited two white-flower dleles and will, in
fact, the recessive trait. Thus, Mendd's model ac-
Allele for' purple flowers counts Tor the 3:1 ratio of traits that he observed in the F,

R A—— i
: Homologous Useful GenetiCVocabuIary

SR EL— An organism having a pair of identical aleles for acharacter is

‘m sdid to be homozygous for the gene controlling charac-
b J ter. A peaplant that is true-breeding for purple flowers (PP)

an example. Pea plants with white flowers are dso homozy-

Allele for white flowers gous, but for the recessive dlele (pp)- If we cross dominant
A Figure 14.4 Alleles, alternative versions of a gene. A homozygotes with recessive homozygotes, as in the parental
somatic cell has two copies of each chromosome (forming a (P generation) cross of Figure every offspring will have
homologous pair) and thus two alleles of each gene, which may be two different dldes Pp in the case of the of our
identical or different. This figure depicts an Ft pea hybrid with an allele - . A
for purple flowers, inherited from one parent, and an allele for white flower-color experiment. An organism
flowers, inherited from the other parent. dleles for ageneis said to be heterozygous for that Unlike

Each true-breedi.ng plan.t oftl.1e P Gene ~3 y
parental generation has identical = b "
alleles, PPor pp. 2 &

Gametes (circles) each contain only Appearance: Purple flowers White flowers
one allele for the flower-color gene. Genetic makeup: PP pp

In this case, every gamete produced

by one parent has the same alleie. Ga

jetes: A

Union of the parental gametes
produces F; hybrids having a Pp
combination. Because the purple-
flower allele is dominant, all
these hybrids have purple flowers.

eneration

Appearance: Furpee tloveers
When the hybrid plants produce Genetic makeup; fo
gametes, the two alleles segregate,
half the gametes receiving the P
allele and the other half the p allele.

Gametes: fall

e Figure 145 Mendel's law of This box, a Punnett square, shows F, sperm
segregation. This diagram shows the all possible combinations of alleles =} -
genetic makeup of the generations in in offspring that result from an
14.3. It illustrates Mendel's model for Fi x" Fi {Pp x Pp) cross. Each square
inheritance represents an equally probable product o
Each plant has two alleles for the gene of "fertilization. For example, the bottom
controlling flower color, one allele inherited left box shows the genetic combination F1 eggs
To construct a Punnett resulting from d .0} egg fertilized by
square, list ail the possible female gametes a(;_)) sperm. = |
along one side of the square and all the Pp pp
possible male gametes along an adjacent side.
The boxes represent the offspring resulting
from all the possible male and
female gametes.

results in the 3:1 ratio that Mendel

Random combination .of the gametes
1
observed in the F> generation.
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Phenotype Genotype
- '
| Furple F PR 51
(homozygous) |
o,
34 Purple j Pp
| ) (heterozygous)
| N
Purple - Pp
(heterozygous)
i t 3 5 PP [ '
A = (homozygous) i
Ratio 3:1 Ratio 1:2:1

A Figure 14.6 Phenotype versus genotype. Grouping F,
offspring from a crass for flower color according to phenotype results in
the typical 3:1 phenotypic ratio. In terms of genotype, however, there
are actually two categories of purple-flowered plants, PP (homozygous)
and Pp (heterozygous), giving a 1:2:1 genotypic ratio.

homozygotes, heterozygotes are not true-breeding because
they produce gametes with different dldes—for example, P
and p in the Fr hybrids of Figure 14.5. As a result, those Fi
hybrids produce both purple-flowered and white-flowered
offspring when they self-pollinate.

Because of the different effects of dominant and recessive
dldes, an organisms traits do not adways reved its genetic
composition. Therefore, we distinguish between an organism's
traits, cdled its phenotype, and its genetic makeup, its geno-
type. In the case of flower color in pea plants, PP and Pp
plants have the same phenotype (purple) but different geno-
types. Figure 14.6 reviews these terms. Note that phenotype
refers to physiological traits aswell as traits relating directly to
appearance. For example, there is a pea variety that lacks the
normal trait of being able to self-pollinate. This physiological
variation is a phenotype.

The Testcross

Suppose we have a pea plant that has purple flowers. We can-
not tell from its flower color if this plant is homozygous or
heterozygous because the genotypes PP and Pp result in the
same phenotype. But if we cross this pea plant with one hav-
ing white flowers, the appearance of the offspring will reves
the genotype of the purple-flowered parent (Figure 14.7). Be-
cause white flowers is a recessive trait, the white-flowered
parent must be homozygous (pp). If dl the offspring of the
cross have purple flowers, then the other parent must be
homozygous for the dominant allele, because a PP X pp
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Figure 14.7

h Methc The Testcross

APPLICATION An organism that exhibits a dominant trait,
such as purple flowers in pea plants, can be either homozygous for
the dominant allele or heterozygous. To determine the organism's

genotype, geneticists can perform a testcross.
|

m In a testcross, the individual with the

unknown genotype is crossed with a homozygous individual

| expressing the recessive trait (white flowers in this example). By
observing the phenotypes of the offspring resulting from this crass,
we can deduce the genotype of the purple-flowered parent.

|
2 = il
% gt |

Dominant phenotype,
unknown genotype:

Recessive phenotype,
known genotype:

PP or Pp? P PP
| v |
[ Resus R |
» R
If PP, If Pp,
then all offspring then Va offspring purple |
Purple: ancj i/ offspring white:

\ .\ pPr }
AL E

cross produces al Pp offspring. But if both the purple and
the white phenotypes appear among the offspring, then the
purple-flowered parent must be heterozygous. The offspring
of aPp X pp crosswill have a 1:1 phenotypic ratio. This breed-
ing of a recessive homozygote with an organism of dominant
phenotype but unknown genotype is called a testcross. It was
devised by Mendel and continues to be an important tool of
geneticists.

The Law of Independent Assortment

Mendel derived the law of segregation by performing breed-
ing experiments in which he followed only a single character,
such as flower color. All the F, progeny produced in his
crosses of true-breeding parents were monohybrids, meaning
that they were heterozygous ior one character. We refer to a
cross between such heterozygotes as amonohybrid cross.
Mendel identified bis second law of inheritance by follow-
ing (wo characters a the same time. For instance, two of the
seven characters Mendel studied were seed color and seed




shape. Seeds may be either yellow or green. They also may be
either round (smooth) or wrinkled. From single-character
crosses, Mendel knew that the dlele for yellow seeds is domi-
nant (Y) and that the alele for green seedsis recessive (y). For
the seed-shape character, the dlele for round is dominant (R),
and the dlele for wrinkled is recessive (r).

Imagine crossing two true-breeding pea varieties differing
in both of these characters—a parental cross between a plant
with yellow-round seeds (YYRR) and a plant with green-
wrinkled seeds {yyrr). The F; plants will be diliybrids,
heterozygous for both characters (YyRr). But are these two
characters, seed color and seed shape, transmitted from parents
to offspring as a package? Put another
way, will the Y and R dleles dways say
together, generation after generation? Or
are seed color and seed shape inherited
independently of each other? Figure 14.8
i lustrateshow adihybridcross, acrossbe-
tween V; dihybrids, can determine which
of these two hypotheses is correct.

Figure 14.S

EXPERIMENT

The Fi plants, of genotype YyR; ex- |
hibit both dominant phenotypes, yelow
; eeds with round shapes, no matter which
hypothesis is correct. The key step in the
experiment is to see what happens when
W plants self-pollinate and produce F, |
offspring. If the hybrids must transmit |
their aldles in the same combinations in |
which they were inherited from the P gen- |
eration, then therewill only be two classes
of gametes: YR and yr. This hypothesis |

|
|

P Generation

F, Generation

predicts that the phenotypic ratio of the
F, generation will be 3:1. just as in a
monohybrid cross (see Figure 14.8).

The aternative hypothesis is that the
two pairs of dleles segregate independ- |
ently of each other. In other words, genes

are packaged into gametes in dl possible | A2 Generation
ni \- . i u (predicted
dlehc combinations, as long as each ga [ offgoring)

mete has one dlele for each gene. In our

example, four classes of gametes would be [
produced by an T\ plant in equal quanti-

ties YR, Yr,yR, andyr. If sperm of the four |
classes are mixed with eggs of the four

classes, there will be 16 (4 X 4) equaly |
probable ways in which the aldes can
combine in the F, generation, as shownin
the Punnett square on the right in Figure
14.8. These combinations make up four
phenotypic categories with a ratio of
9:3:3:1 (nine yellow-round to three green-
round to three yellow-wrinkled to one
green-wrinkled). When Mendel did the

experiment and "scored" (classified) the F, oifspring, his results
were close to the predicted 9:3:3:1 phenotypic ratio, support-
ing the hypothesis that each character—seed color or seed
shape—is inherited independently of the other character.
Mende tested his seven pea characters in various dihybrid
combinations and aways observed a 9:3:3:1 phenotypic ratio
in the F, generation. Notice in Figure 14.8, however, that, if
you consider the two characters separately, thereisa 3:1 phe-
notypic ratio for each: three yellow to one green; three round
to one wrinkled. As far as a single character is concerned, the
aleles segregate as if thiswere amonohybrid cross. The results
of Mendd's dihybrid experiments are the basis for what we

Inquiry Do the alleles for seed color and seed shape sort

into gametes dependently (together) or independently?

Two true-breeding pea plants—one with yellow-round seeds and the
other with green-wrinkled seeds—were crossed, producing dihybrid R plants. Self-pollination
of the Fi dihybrids, which are heterozygous for both characters, produced the F, generation.
The two hypotheses predict different phenotypic ratios. Note that yellow color (V) and round
shape (/?) are dominant.

YYRR

i o =

Frenctypic tatia 311

The results support the hypothesis of independent assortment. The alleles
| for seed color and seed shape sort into gametes independently of each other.
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now cdl the law of independent assortment, which states
that each pair of alkies segregates independently of other pairs of
alleles during gamete formation.

Strictly speaking, this law applies only to genes (alele
pairs) located on different chromosomes—that is, on chro-
mosomes that are not homologous. Genes located near each
other on the same chromosome tend to be inherited together
and have more complex inheritance patterns than predicted
by the law of independent assortment. We will describe such
inheritance patterns in Chapter 15. All the pea characters
studied by Mendel were controlled by genes on different chro-
mosomes (or behaved as though they were); this fortuitous sit-
uation greatly simplified interpretation of his multi-character
pea crosses. All the examples we consider in the rest of this
chapter involve genes located on different chromosomes.

Concept Check #. '

1. Briefly describe how the experimental results shown
in Figure 14.3 support Mendel's "panicul ate™
hypothesis of inheritance.

2. Pea plants heterozygous for flower position and
stem length (AaTt) are alowed to self-pollinate, and
400 of the resulting seeds are planted- How many
offspring would be predicted to be dwarf with ter-
minal flowers? (See Table 14.1)

For suggested answers, see Appendix A,

The laws of probability govern
Mendelian inheritance

Mendel's laws of segregation and independent assortment
reflect the that apply to tossing
coins, rolling dice, and drawing cards from
probability scale ranges from 0 to 1. event that is certain
to occur has a probability pi 1, while an event that is certain
occur has a probability of 0. With a coin that has
heads on both sides, the probability of tossing heads is 1,
and the probability of tossing tails is 0. With a normal coin,
the chance of tossing heads is /i, and the chance of tossing
tails is'/i. The probability of drawing the ace of spades from
a 52-card deck is *hi. The probabilities of al possible out-

comes for an event must add up to 1. With a deck of cards,
the chance of picking a card than the ace of spades
B
is “hi.

Tossing a coin illustrates an important lesson about
For every LOSS the probability ot heads is 'h. The out-
come of any particular toss is unaffected by what has happened
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on previous trias. to phenomena such as tosses
asindependent events. Each toss of a coin, whether done se-
quentialy with one coin or simultaneously with many, is in-
dependent of every other toss. like two coin
tosses, one gene segregate into gametes inde-
pendently of another genes aleles (the independent
assortment). Two basic rules of probability can help us predict
the outcome of the fusion of such gametes in simple raonohy-
brid crosses and more complicated crosses.

The Multiplication and Addition Rules
Applied to Monohybrid Crosses

HOW' do we determine the probability that two or more inde-
pendent events will occur together in some specific combina:
tion? For example, what is the chance that two coins tossed
simultaneously will both land heads up? The multiplication
rule states that to determine this probability, we multiply the
probability of one event (one coin coming up heads) by the
probability of the other event (the other coin coming up
heads). By the multiplication rule, then, the probability that,
both coins will land heads up is =IA.

We can apply the same reasoning to an F. monohybric!
cross (Figure 14.9). With seed shape in pea plants as the heri-
table character, the genotype of F] plantsis Rr. Segregation
a heterozygous plant is like flipping a coin: Each egg pro-
duced has a Vi chance of carrying the dominant alee (R) and
a Vi chance of carrying the recessive dléle (r). The same odds
apply to sperm cell produced. For a particular F, plant
to have wrinkled seeds, the recessive trait, both
the sperm that come together must carry the r alele. The
probability that two r aleles will be present in gametes at
fertilization is Va (the probability that the egg will have an r) X
fi (the probability that the sperm will have an r). Thus, the
multiplication rule tells us that the probability of an F, plant
with wrinkled seeds irr) is 'A (see the Punnett square in
Figure 14.9). Likewise, the probability of an I, plant carrying
both dominant alleles for seed shape (RR) is'U.

To figure out the probability that an F, plant from
monohybrid cross will be heterozygous rather than homozy-

need to invoke a second rule. Notice in Figure 14.9
that the dominant alele can come from the egg and the
recessive dlele Irom the vice versa. That is, Fy
gametes can combine to produce Rr offspring in two inde-
pendent and mutually exclusive ways. For any particular
heterozygous F, plant, the dominant alele can come Irom
the egg or the sperm, but not from both. According to the
addition rule, the probability that any one of two or more

exclusive events will occur is calculated by adding
together their individua probabilities. As we have just
seen, the multiplication rule gives us individual proba
hilities to add together. The probability for one possible w'ay
of obtaining an F, heterozygote—the dominant allele from
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Segregation of
aileies into sperm

A-. Figure 14.9 Segregation of alleles and fertilization as
chance events. When a heterozygote (fir) forms gametes, segregation
of alleles is like the toss of a coin. We can determine the probability for
any genotype among the offspring of two heterozygotes by multiplying
together the individual probabilities of an egg and sperm having a
particular allele (2 or r in this example).

the egg and the recessive dlele from the sperm—is Y4 The
probabihty for the other possible way—the recessive dlele
from the egg and the dominant alele from the sperm—is
aso 'A (see Figure 14.9). Using the rule of addition, then,
we can calculate the probability of an F, heterozygote as

Solving Complex Genetics Problems with
the Rules of Probability

We can a0 apply the rules of probability to predict the out-
come of crossesinvolving multiple characters. Recdl that each
dldic independently during gamete formation
(the of independent assortment). Thus, a dihybrid or
other multi-character crossis equivalent to two or more inde-
pendent monohybrid crosses occurring simultaneously. By
applying what we have learned about monohybrid crosses, we
can determine the probability of specific genotypes occurring
in the F, generation without having to construct unwieldy
Punnett squares.

Consider the dihybrid cross between YyRr heterozygotes
shown in Figure 14,8. We will focus first on the seed-color
character. For cross of Yy plants, the probabil-
ities of the offgpring genotypes are YY, Hi for Yy, and Vf
for yy. The same probabilities apply offspring geno-
types for seed shape: 'fa RR, Hi Rr, and °A rr. Knowing these

probabilities, we can ssimply use the multiplication rule to de-
termine the probability of each of the genotypes in the F,
generation. For example, the probability of an F, plant hav-
ing the YYRR genotypeis'A X Y+ = Vie This correspondsto
the upper left box in the Punnett square on the right in
Figure ] 4.8. To give another example, the probability of an F,
plant with the YYRR genotype is Vz (Yy) X HA (RR) = %. If
you look closdly at the Punnett square on the right in Figure
14.8, you will see that 2 of the 16 boxes (YR) correspond to
the YYRR genotype.

Now let's see how we can combine the multiplication and
addition rules to solve even more complex problems in
Mendelian genetics. For instance, imagine a cross of two pea
varietiesin which we track the inheritance of three characters.
Suppose we cross a trihybrid with purple flowers and yellow,
round seeds (heterozygous for dl three genes) with a plant
with purple flowers and green, wrinkled seeds (heterozygous
for flower color but homozygous recessive for the other two
characters). Using Mendelian symbols, our crossis PpYyRr X
Ppyyrr. What fraction of offspring from this cross would be
predicted to exhibit the recessive phenotypes for at least two of
the three characters?

To answer this question, we can start by listing al geno-
types that fulfill this condition: ppyyRr, ppYyrr, Ppyyrr,
PPyyrr, and ppyyrr. (Because the condition is at least two re-
cessvetraits, the last genotype, which produces al three reces-
sve phenotypes, counts.) Next, we calculate the probability
for each of these genotypes resulting from our PpYyRr X
Ppyyrr cross by multiplying together the individual proba-
bilities for the alele pairs, just as we did in our dihybrid
example. Note that in a cross involving heterozygous and
homozygous aléele pairs (for example, Yy X vyy), the proba-
bility of heterozygous offspring is Hi and the probability of
homozygous offspringis Hz. Findly, we use the addition rule
to add together the probabilities for dl the different geno-
types that fulfill the condition of at least two recessive traits,
as shown below.

ppyyRr 1A (probability of pp) x Vi {*yy) x '/ (Rr)
ppYyrr  V-i x'Ax 'h

Ppyyrr  V, X »ly XA i
PPyyrr % X Yt X "A. =i
ppoyyrr - Vi x Vi X Vi =il

Chanceot at |co.~t two reccssi\etrail- = Hioria

With practice, you'll be able to solve genetics problems faster
by using the rules of probability than by filling in Punnett
squares.

We cannot predict with certainty the exact numbers of
progeny of different genotypes resulting from a genetic cross.
But the rules of probability give us the chance of various out-
comes. Usudly, the larger the sample size, the closer the results
will conform to our predictions. The reason Mendel counted
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so many offspring from his crosses is that he understood this
statistical feature of inheritance and had a keen sense of the
rules of chance.

Concept Check *

1. For any gene with a dominant alkie C and
recessive alele ¢, what proportions of the offspring
from a CC X Cc cross are expected to be homo-
zygous dominant, homozygous recessive, and
heterozygous?

2. An organism with the genotype BbDD is mated to
one with the genotype BBDd. Assuming independent
assortment of these two genes, write the genotypes
of dl possible offspring from this cross and calculate
the chance of each genotype occurring using the
rules of probability.

3. What is the probability that an offspring from
the cross in question 2 will exhibit either of the
two recessive traits coded by the b and d alleles?
Explain.

For suggested answers, see Appendix A.

Inheritance patterns are often
more complex than predicted by
simple Mendelian genetics

In the 20th century, geneticists extended Mendelian princi-
ples not only to diverse organisms, but aso to patterns of in-
heritance more complex than Mendel actually described. It
was brilliant (and lucky) that Mendel chose pea plant charac-
ters that turned out to have a relatively smple genetic basis:
Each character he studied is determined by one gene, lor
which there are only two alleles, one completely dominant to
the other.* But these conditions are not met by dl heritable
characters, even in garden peas. The relationship between
genotype and phenotypeisrarely so simple. This does not di-
minish the utility of Mendelian genetics (also caled
Mendelism), however, because the basic principles of segre-
gation and independent assortment apply even to more com-
plex patterns of inheritance. In this section, we will extend
Mendelian genetics to hereditary patterns that were not re-
ported by Mendel.

* There is one exception: Geneticists have found that Mendel's flower-position
characier is actually determined by two genes.
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Extending Mendéian Genetics
for a Single Gene

The inheritance of characters determined by a single gene de-
vigtes from smple Mendelian patterns when aleles are not
completely dominant or recessive, when a particular gene has
more than two aleles, or when a single gene produces mult -
pie phenotypes. We will describe examples of each of these
situations in this section.

The Spectrum of Dominance

Alleles can show different degrees of dominance and reces-
siveness in relation to each other. We refer to this range as the
spectrum of dominance. One extreme on this specirum is seei
in the ¥ offspring of Menddl's classic pea crosses. These Y;
plants aways looked like one of the two parental varieties be-
cause of the complete dominance of one alele over anothe'.
In this situation, the phenotypes of the heterozygote and the
dominant homozygote are indistinguishable.

At the other extreme is the codominance of both allele;;
that is, the two dleles both afect the phenotype in separate,
distinguishable ways. For example, the human MN blood
group is determined by codominant aleles for two specific
molecules located on the surface of red blood cells, theM and
N molecules. A single gene locus, a which two dlélic varia-
tions are possible, determines the phenotype of this blood
group. Individuals homozygous for the M dlele (MM) have
red blood cells with only M molecules; individuals homozy-
gous for the N alele (NN) have red blood cells with only N
molecules. But both M and N molecules are present on the red
blood cells of individuals heterozygous for the M and N aleles
(MN). Note that the MN phenotype is not intermediate be-
tween the M and N phenotypes. Rather, both the M and N
phenotypes are exhibited by heterozygotes, since both mole-
cules are present.

The aleles for some characters fdl in the middle of the
spectrum of dominance. Tn this case, the Fy hybrids have a
phenotype somewhere in between the phenotypes of the two
parental varieties. This phenomenon, cdled the incomplete
dominance of either dlele, is seen when red snapdragons art:
crossed with white snapdragons: All the F] hybrids have pink
flowers (Figure 14.10). This third phenotype results from
flowers of the heterozygotes having less red pigment than the
red homozygotes (unlike the situation in Mendd's pea plants,
where the Pp heterozygotes make enough pigment for the
flowers to be a purple color indistinguishable from those of PP
plants).

At first glance, incomplete dominance oi either alele
seems to provide evidence for the blending hypothesis of in-
heritance, which would predict that the red or white trait
could never be retrieved from the pink hybrids. In fact, inter-
breeding F. hybrids produces F, offspring with a pheno-
typic ratio of one red to two pink to one white. (Because
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A Figure 14.10 Incomplete dominance in snapdragon
color. When red snapdragons are crossed with white ones, the K,
hybrids have pink flowers. Segregation of alleles into gametes of the
H plants results in an ¥, generation with a 1:2:1 ratio for both
yenotype and phenotype. Superscripts indicate alleles for flower
color: C" for red and C" for white.

heterozygotes have a separate phenotype, the genotypic and
phenotypic ratios for the -, generation are the 121)
The segregation of the red-flower and white-flower alelesin
:he gametes produced by the pink-flowered plants confirms
-hat the aleles for flower color are heritable factors that
maintain their in the hybrids; that is, inheritance is
participate.

The Relation Between Dominance and Phenotype. Weve
now seen that the relative effects of two dleles range from
complete dominance of one alele, through incomplete domi-
nance of either alele, to codominance of both aleles. It isim-
portant to understand that is not termed dominant
because it somehow subdues a recessve dlele. Recdl that al-
ldles are simply variations in a gene's nucleotide sequence.
When a dominant alele coexists with a recessve dlde in a
heterozygote, they do not actualy interact at dl. It is in the
pathway from genotype to phenotype that dominance and re-
cessveness come into play

To illustrate the relation between dominance and pheno-
type, we can use one of Mendd's characters—round versus
wrinkled pea seed shape. The dominant alele (round) codes
for the synthesis of an enzyme that helps convert sugar to
starch in the seed. The recessive dlele (wrinkled) codes for a
defective form of this enzyme. Thus, in a recessve homozy-
gote, sugar accumulates in the seed because it is not converted
to starch. As the seed develops, the high sugar concentration
causes the osmotic uptake of water, and the seed swells. Then
when the mature seed dries, it develops wrinkles. In contrast,
if adominant aleleispresent, sugar is converted to starch, ihe
seeds do not take up excess water, and so the seeds do not
wrinkle when they dry. One dominant alele results in enough
of the enzyme to convert sugar to starch, and thus dominant
homozygotes and heterozygotes have the same phenotype:
round seeds.

A closer look at the relation between dominance and
phenotype reveds an intriguing fact: For any character, the
observed dominarice/recessiveness relationship of dleles de-
pends on the levd a which we examine phenotype. Tay-
Sachs disease, an inherited disorder in humans, provides an
example. The brain cells of ababy with Tay-Sachs disease are
unable to metabolize certain lipids because a crucial enzyme
does not work properly. As these lipids accumulate in brain
cells, an infant begins to suffer seizures, blindness, and de-
generation of motor and mental performance. An affected
child dies within a few years.

Only children who inherit two copies of the Tay-Sachs a-
lele (homozygotes) have the disease. Thus, at the organismal
level, the Tay-Sachs dlele qualifies as recessive. However, the
activity level of the Hpid-metabolizing enzyme in heterozy-
gotes is intermediate between that in individuals homozygous
for the normal alele and that in individuals with Tay-Sachs
disease. The intermediate phenotype observed at the bio-
chemicd leve is characteristic of incomplete dominance of
either dlde- Fortunately, the heterozygote condition does not
lead to disease symptoms, apparently because hdf the nor-
ma enzyme activity is sufficient to prevent lipid accumula
tion in the brain. F-xtending our analysis to yet another level,
we find that heterozygous individuals produce equal num-
bers of normal and dystunctional enzyme molecules. Thus, at
themolecular level, the normal dlele and the Tay-Sachs dlele
are codominant. As you can see. whether aleles appear to be
completely dominant, incompletely dominant, or codomi-
nant relative to each other depends on which phenotypic
trait is considered.

Frequency of Dominant Alleles. Although you might as-
sume that the dominant dlele for a particular character
would be more common in a population than the recessive
dlele for that character, this is not necessarily the case. For
example, about one baby out ot 400 in the United States
is born with extra fingers or toes, a condition known as
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polydactyly. The alele for the unusual trait of polydactyly is
dominanL to the alele for the more common trait of five
digits per appendage. In other words, 399 out of every 400
people are recessive homozygotes for this character; the
recessive alele isfar more prevaent than the dominant alele
in the population. In Chapter 23, you will learn how the rel-
aive frequencies of dleles in a population are affected by
natural selection.

Multiple Alleles

Only two dleles exist for the pea characters that Mendel stud-
ied, but most genes actudly exist in populationsin more than
two aldic forms. The ABO blood group in humans, for in-
stance, is determined by multiple aleles of a single gene.
There are four possible phenotypes for this character: A per-
sons blood group may be either A, B, AB, or O. These letters
refer to two carbohydrates—A and B—that may be found on
the surface of red blood cells. A person'sblood cells may have
carbohydrate A (type A blood), carbohydrate B (type B), both
(type AB), or neither (type O), as shown schematically in
Table 14.2

The four blood groups result from various combinations
of three different aleles for the enzyme (1) that attaches the
A or B carbohydrate to red blood cells. The enzyme en-
coded by the J* dlele adds the A carbohydrate, whereas the
enzyme encoded by J® adds the B carbohydrate (the super-
scripts indicate the carbohydrate). The enzyme encoded by
thei alele adds neither A nor B. Because each person carries
two aleles, six genotypes are possible, resulting in four
phenotypes (see Table 14.2). Both the I* and the I" dleles
are dominant to the i allele. Thus, IY1* and J% individuals
have type A blood, and 1%1F and 15 individuals have type B
blood. Recessve homozygotes, ii, have type O blood, be-
cause their red blood cells have neither the A nor the B car-
bohydrate. The 1* and I® dleles are codominant; both are
expressed in the phenotype of 11" heterozygotes, who have
type AB blood.

Matching compatible blood groupsis critica for safe blood
transfusions. For example, if a type A person receives blood
fromatype B or type AB donor, the recipient'simmune system
recognizes the "foreign" B substance on the donated blood
cells and attacks them. This response causes the donated
blood cells to clump together, potentialy killing the recipient
(see Chapter 43).

Pleiotropy

So far, we have treated Mendelian inheritance as though esch
gene dfects one phenotypic character. Most genes, however,
have multiple phenotypic effects, aproperty caled pleiotropy
(from the Greek pleion, more). For example, pleiotropic aleles
are responsible for the multiple symptoms associated with
certain hereditary diseases in humans, such as cydtic fibross
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Table 14.2 Determination of ABO Blood Groug
by Multiple Alleles

Phenotype

Genotype (Blood Group) Red Blood Cells

Ifoor 14 A

11" or 1% B

i b AR

and sickle-cell disease, discussed later in this chapter. Consid-
ering the intricate molecular and cellular interactions respon-
sible for an organisms development and physiology, it is not
surprising that a single gene can afect a number of character-
igtics in an organism.

Extending Mendelian Genetics for Two
or More Genes

Dominance relationships, multiple aleles, and pleiotropy al
have to do with the effects of the aleles of a single gene. We
now consider two situations in which two or more genes ac
involved in determining a particular phenotype.

Epistasis

In epistasis (from the Greek for "stopping"), a gene a one
locus aters the phenotypic expression of a gene at a second
locus. An example will help danify this concept. In mice and
many other mammals, black coat color is dominant to brown.
Letsdesignate B and b as the two alelesfor this character. For
amouse to have brown fur, its genotype must be bb. But there
ismore to the story. A second gene determineswhether or not
pigment will be deposited in the hair. The dominant alele.
symbolized by C (for color), resultsin the deposition of either
black or brown pigment, depending on the genotype at the
firgt locus. But if the mouse is homozygous recessive for the
second locus (cc), then the coat is white (albino), regardless of
the genotype at the black/brown locus. The gene for pigment
deposition is said to be epistatic to the gene that codes for
black or brown pigment.




What happens if we mate black mice that are heterozygous
for both genes (BbCc)l Although the two genes &ffect the same
phenotypic character (coat color), they follow the law of inde-
pendent assortment. Thus, our breeding experiment repre-
sents an ¥ dihybrid cross, like those that produced a 9:3:3:1
ratio in Mendel's experiments. We can use a square to
represent the genotypes of the F, offspring (Figure 14.11). As
a result of epistasis, the phenotypic ratio among F, df-
spring is 9 black to 3 brown to 4 (3 + 1) white. Other types of
epistatic interactions produce different ratios, but dl are modi-
fied versions of 9:3:3:1.

Polygenic Inheritance

Mendel studied characters that could be classfied an
ether-or basis, such as purple white flower color. But
characters, such as human skin color and height, an
either-or classification is impossible because the characters
in the population aong a continuum (in gradations).
These are called quantitative characters. Quantitative varia-
t-on usualy indicates polygenic inheritance, an additive &-
fect of or more genes on a single phenotypic character
(the converse of pleiotropy, where a single gene affects severa
phenotypic characters).

A Figure 14.11 An example of epistasis. This Punnett square
illustrates the genotypes and phenotypes predicted for offspring of
matings between two black mice of genotype BbCc. The Clc gene,
which is epistatic to the Bib gene, controls whether or not pigment of
any color will be deposited in the hair.

There is evidence, for instance, that skin pigmentation in
humans is controlled by at least three separately inherited
genes (probably more, but we will smplify). consider
three genes, with a dark-skin dlele for gene (A, B, or )
contributing one "unit" of darkness to the phenotype and be-
ing incompletely dominant to the other dlele (a b, or c). An
AABBCC person would bevery dark, while an aabbcc individ-
ua would bevery light. An AaBbCc personwould have skin oi
an intermediate shade. Because the aleles have a cumulative
effect, genotypes AaBbCc and AABhcc make the
same genetic contribution (three units) to skin darkness-
Figure 14.12 shows how this polygenic inheritance could result
in a bell-shaped curve, caled a normal distribution, skin
darkness among the progeny of hypothetical matings between
individuals heterozygous for &l three genes. (You are probably
familiar with the concept of a normal distribution for class
curves of test scores)) Environmental factors, such as exposure
to the sun, dso dfect the skin-color phenotype and help make
the graph a smooth curve rather than a stair-like histogram.

@

AABSCE ARRECT

4 Figure 14.12 A simplified model for polygenic
inheritance of skin color. According to this model, three
separately inherited genes affect the darkness of skin. The
heterozygous individuals (AaBbCc), represented by the two rectangles
at the top of this figure, each carry three dark-skin alleles (black circles)
and three light-skin alleles (open circles). The variations in genotype
and skin color that can occur among offspring from a large number of
hypothetical matings between these heterozygotes are shown above
the graph. The y-axis represents the fraction of progeny with each skin
color. The resulting histogram is smoothed into a bell-shaped curve by
environmental factors that affect skin color.
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Nature and Nurture: The Environmental
Impact on Phenotype

Another departure genetics arises when
the phenotype for a character depends on environment as well
ason genotype. A singletree, into itsinherited genotype,
hasleavesthat vary in size, shape, and greenness, depending on
exposure to wind and sun. For humans, nutrition influences
height, exercise dters build, sun-tanning darkens the and
experience improves performance on intelligence Even
identical twins, who are genetic equals, accumulate phenotypic
differences as a result of their unique experiences.

Whether human characteristics are influenced by
genes environment—nature or nurture—is a very
and hotly contested debate that we attempt to settle

can sy, however, that a genotype generally is not
with arigidly defined phenotype, but rather a
range of phenotypic possibilities due to environmental influ-
ences. This phenotypic range is called the norm of reaction
for a genotype (Figure 14.13). For some characters, such as
ABO blood group, the norm of reaction has no breadth
whatsoever; that is, a given genotype mandates a very specific
phenotype. In contrast, a person's blood count of red and
cells varies quite abit, depending on such factors as the
atitude, the customary level activity, and the pres-

ence of infectious agents.

Generdly, norms of reaction are broadest for polygenic
characters. Environment contributes to the quantitative na-
ture of these characters, as we have seen in the continuous
variation of skin color. Geneticists refer to characters as
multifactorial, meaning that many factors, both genetic and
environmental, phenotype.

Integrating a Mendelian View of Heredity
and Variation

Over the past severa pages, we have broadened our view of
Mendelian inheritance by the spectrum of dominance

A Figure 14,13 The effect of environment on phenotype.
The outcome of a genotype lies within its norm of reaction, a
phenotypic range that depends on the environment in which the
genotype is expressed. For example, hydrangea flowers of the same
genetic variety range in color from blue-violet to pink, depending on
the acidity of the soil.

264 UNIT THREE  Genetic*

as wel as multiple aleles, pleiotropy, epistasis, polygenic in-
heritance, and the phenotypic impact of the environment.
How can we integrate these refinements into a comprehensive
theory of Mendelian genetics? The key is to make the transi-
tion from the reductionist emphasis on single genes and phii-
notypic characters to the emergent properties of the organism
asawhole, one ol the themes of this book.

The term phenotype can refer not only to specific charac-
ters, such as flower color and blood group, but also to an 0'-
ganism in its entirety—all aspects of its physical gppearance,,
internal anatomy, physiology, and behavior. Smilarly, the term
genotype can refer to an organisms entire genetic makeup, not
just its aleles for asingle genetic locus. In most cases, a genes
impact on phenotype is affected by other genes and by the er -
vironment. In this integrated view of heredity and variation,
an organisms phenotype reflects its overal genotype and
unique environmental history.

Considering al that can occur in the pathway from geno-
type to phenotype, it isindeed impressive that Mende could
uncover the fundamental principles governing the transmis-
sion of individual genes from parents to offspring- Mendd's
two laws, segregation and independent assortment, explain
heritable variations in terms of dternative forms of gae=
(hereditary "particles") that are passed along, generation &-
ter generation, according to simple rules of probability. This
theory of inheritance is equally valid for peas, flies fishes,
birds, and human beings. Furthermore, by extending the
principles of segregation and independent assortment to
help explain such hereditary patterns as epistasis and quan-
titative characters, we begin to see how broadly Mendelisn:
applies. From Menddl's abbey garden came a theory of par-
ticulate inheritance that anchors modern genetics. In the last
section of this chapter, we will apply Mendelian genetics to
human inheritance, with emphasis on the transmission ol
hereditary diseases.

Concept Check

1. A rooster with gray feathers is mated with a hen of
the same phenotype. Among their offspring, 15
chicks are gray, 6 are black, and 8 are white. What
is the smplest explanation for the inheritance of
these colors in chickens? What phenotypes would
you expect in the olfspring resulting from a cross
between a gray rooster and a black hen?

In humans, tal parents tend to have tall children,
and short parents tend to have short children.
Adult heights, however, vary in the population over
awide range, following a normal bell-shaped curve.
Explain these observations.

N

For suggested answers, see Appendix A.
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Many human traits follow
Mendelian patterns of
inheritance

Whereas peas are convenient subjects for genetic research,
humans are not. The human generation span is about 20
years, and human parents produce relatively few offspring
compared to peas and most other species. Furthermore,
breeding experiments like the ones Mendel performed are un-
acceptable with humans. In spile of these difficulties, the
study of human genetics continues to advance, spurred on by
the desire to understand our own inheritance. New tech-
niques in molecular biology have led to many breakthrough
discoveries, aswe will see in Chapter 20, bui basic Mendelism
endures as the foundation of human genetics.

Pedigree Analysis

Unable to manipulate the mating patterns of people, geneti-
cists must andyze the results of matings that have aready oc-
curred. They do so by collecting information about a family's

history for a particular trait and assembling this information
into a family tree descrrbing the interrelationships of parents
and children across the generations—the family pedigree.

Figure 14.14a shows a three-generation pedigree that traces
the occurrence of a pointed contour of the harfine on the
forehead. This trait, caled awidow's peak, is due to a domi-
nant alele, W Because the widow's-peak dleleis dominant, al
individuals who lack awidows peak must be homozygous re-
cessive (Www). The two grandparents with widow's peaks must
have the Ww genotype, since some of their offspring are ho-
mozygous recessive. The offspring in the second generation
who do have widow's peaks must also be heterozygous, be-
cause they are the products of Ww X ww matings. The third
generation in this pedigree consists of two sisters. The one
who has awidow's peak could be either homozygous {WW) or
heterozygous (Ww), given what we know about the genotypes
of her parents (both VWw).

Figure 14.14b is a pedigree of the same family, but thistime
we focus on a recessive trait, attached earlobes. Well use/ for
the recessive dlele and F for the dominant alele, whichresults
in free earlobes. Asyou work your way through the pedigree,
notice once again that you can apply what you have learned
about Mendelian inheritance to fill in the genotypes for most
individuals.

Widow's-peak No widow's peak

(a) Dominant trait (widow's peak). This pedigree traces the trait
called widow's peak through three generations of a family. Notice in
the third generation that the second-born daughter lacks a widow's
peak, although both of her parents had the trait. Such a pattern of

inheritance supports the hypothesis that the trait is due to a dominant

allele. If the trait were due to a recessive allele, and both parents had

the recessive phenotype, then all of their offspring would also have the

recessive phenotype.

Attached earlobe Free earlobe

(b) Recessive trait (attached earlobe). This is the same family, but in
this case we are tracing the inheritance of a recessive trait, attached
earlobes. Notice that the first-born daughter in the third generation
has attached earlobes, although both of her parents lack that trait
(they have free earlobes). Such a pattern is easily explained if the
attached-lobe phenotype is due to a recessive allele. If it were due
to a domindnt allele, then at least one parent would also have had
the trait.

A Figure 14.14 Pedigree analysis. In these family trees, squares represent males and circles
represent females, A horizontal line connecting a male and female (Lh-O) indicates a mating, with
offspring listed below in their order of birth from left to right. Shaded squares and circles represent

individuals who exhibit the trait being traced,
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An important application of a pedigree is to help us pre-
dict the future. Suppose that the couple represented in the
second generation of Figure 14.14 decide to have one more
child. What is the probability that the child will have a
widow's peak? This is equivaent lo a Mendelian T, mono-
hybrid cross (Wi X Ww), and thus the probability that a
child will inherit a dominant alele and have a widow's peak
is°A (Y4 WW + 'h WWw). What is the probability that the
child will have attached earlobes? Again, we can treat this as
amonohybrid cross (Ff X Ff), but this time we want to know
the chance that the offspring will be homozygous recessive
(ff). That probability is’A. Finally, what is the chance that the
childwill have awidow's peak and attached earlobes? Assum-
ing that the genes for these two characters are on different
chromosomes, the two pairs of aleles will assort independ-
ently in this dihybrid cross WwH X WwF/). Thus, we can
use the multiplication rule: *A (chance of widows peak) X V+
(chance of attached earlobes) = Vie (chance of widows peak
and attached earlobes).

Pedigrees are amore serious matter when the alelesin ques-
tion cause disabling or deadly hereditary diseases instead of
innocuous human variations such as hairline or earlobe config-
uration. However, for disorders inherited as simple Mendelian.
traits, the same techniques of pedigree anaysis gpply.

Recessively Inherited Disorders

Thousands of genetic disorders are known to be inherited as
simple recessive traits. These disorders range in severity from
relatively mild, such as abinism (lack of pigmentation, which
results in susceptibility to skin cancers and vision problems),
to life-threatening, such as cystic fibrosis.

How can we account for the recessive behavior of the dleles
causing these disorders? Recall that genes code for proteins of
specific function. An alele that causes a genetic disorder
codes either for a malfunctiona protein or for no protein a
al. In the case of disorders classfied as recessive, heterozy-
gotes are normal in phenotype because one copy of the nor-
mal alele produces a sufficient amount of the specific pro-
tein. Thus, a recessively inherited disorder shows up only in
the homozygous individuals who inherit one recessive dlele
from each parent. We can symbolize the genotype of such in-
dividuals as aa and the genotypes of individuals with the
normal phenotype as either AA or Aa, Although phenotypi-
caly normal with regard to the disorder, heterozygotes (Aa)
may transmit the recessive dlele to their offspring and thus
are called carriers.

Most people who have recessive disorders are born to par-
ents who are carriers of the disorder but themselves have a
normal phenotype. A mating between two carriers corre-
sponds to a Mendelian F{ monohybrid cross (Aa X Aa); the
genotypic ratio for the offspring is 1AA; 2 Aa: 1 aa. Thus, each
child hasa'A chance of inheriting a double dose of the reces-

266 UNIT THREE Genetics

sive alele and being afected by the disorder. From the geno-
typic ratio, we aso can see that out of three offspring with the
normal phenotype (one AA plus two Aa), two are predicted to
be heterozygous carriers, aVs chance. Recessve homozygotes
could aso result fromAa X aa and aa X aamatings, but if the
disorder is lethal before reproductive age or results m sterility,
no aa individuals will reproduce. Even if recessve homozy-
gotes are able to reproduce, such individuals will still account
for a much smaller percentage of the population than hei-
erozygous carriers (for reasonswewill examine in Chapter 231.
In general, a genetic disorder is not evenly distributed
among al groups of humans. For example, the incidence of
Tay-Sachs disease, which we described earlier in this chapte”,
is disproportionately high among Ashkenazic Jews, Jewisn
people whose ancestors lived in central Europe. In that popu-
lation, Tay-Sachs disease occurs in one out of 3,600 births,
about 100 times greater than the incidence among non-Jews
or Mediterranean (Sephardic) Jews. Such an uneven distribu-
tion results from the different genetic histories of the worlds
peoples during less technological times, when populations
were more geographically (and hence genetically) isolated.
We will now examine two other recessively inherited diseases,
which are aso more prevalent in some groups than others.

Cystic Fibrosis

The most common lethal genetic disease in the United States
iscystic fibrosis, which strikes one out of every 2,500 people
of European descent but is much rarer in other groups.
Among people of European descent, one out of 25 (4%) is a
carrier of the cytic fibrosis alele. The norma dlele for thi;;
gene codes for a membrane protein that functions in chloride
ion transport between certain cells and the extracellular fluid
These chloride transport channels are defective or absent ir
the plasma membranes of children who inherit two recessve
dldesfor cydtic fibross. The result is an abnormally high con-
centration of extracellular chloride, which causes the mucus
that coats certain cells to become thicker and stickier than
normal. The mucus builds up in the pancreas, lungs, digestive
tract, and other organs, leading to multiple (pleiotropic) -
fects, including poor absorption of nutrients from the intes-
tines, chronic bronchitis, foul stools, and recurrent bacterial
infections. Recent research indicates that the extracellular
chloride aso contributes to infection by disabling a natural
antibiotic made by some body cells. When immune cells
come to the rescue, their remains add to the mucus, creating
avicious cycle.

If untreated, most children with cystic fibrosis die before
their fifth birthday Gentle pounding on the chest to clear mu-
cus from clogged airways, daily doses of antibiotics to prevent
infection, and other preventive treatments can prolong life. In
the United States, more than hdf ol the people with cystic fi-
brosis now survive into their late 20s or even 30s and beyond.




Sickle-Cell Disease

The most common inherited disorder among people of
African descent is sickle-cell disease, which affects one out of
400 African-Americans: Sickle-cel disease is caused by the
substitution of a single amino acid in the hemoglobin protein
ol red blood cells. When the oxygen content of an affected in-
dividua's blood is low (at high atitudes or under physica
stress, for instance), the sickle-cell hemoglobin molecules ag-
gregate into long rods that deform the red cells into a sickle
shape (see Figure 5.21). Sickled cells may clump and clog
small blood vessels, often leading to other symptoms through-
out the body, including physica weakness, pain, organ dam-
age, and even paradysis. The multiple effects ol a double dose
of the sickle-cell dlele are another example of pleiotropy. Reg-
ular blood transfusions can ward df brain damage in children
with sickle-cell disease, and new drugs can help prevent or
treat other problems, but there is no cure.

Although two sickle-cell aleles are necessary for an indi-
vidual to manifest full-blown sickle-cell disease, the presence
of one sickle-cell dlele can &fect the phenotype. a the
organisma level, the normal dlele is incompletely dominant
to the sickle-cell alele. Heterozygotes, said to have sickle-cell
trait, are usualy healthy but they may suffer some sickle-cell
symptoms during prolonged periods of reduced blood oxy-
gen. At the molecular level, two aleles are codominant;
both norma and abnormal (sickle-cell) hemoglobins are
made in heterozygotes.

About one out of ten African-Americans has sickle-cell trait,
an unusually high frequency of heterozygotes for an dldewith
severe detrimental effectsin homozygotes. One explanation for
tiisisthat asingle copy of the sickle-cell reduces the fre-
quency and severity of malaria attacks, especialy among
young children. The malaria parasite spends part of its life cy-
dein red blood cells (see Figure 28.11), and the presence of
even heterozygous amounts of sickle-cell hemoglobin results
in lower parasite densities and hence reduced maaria symp-
toms. in tropical Africawhere infection with the maaria

common, the sickle-cell dlele is both boon and
high frequency of African-Americans with
of their African roots.

bane. The
sickle-cdl trait is a

] Hating of Close Relatives

When a disease-causing recessive dlee is rare, it is relatively
unlikely that two carriers of the same harmful alele will meet
and mate. However, if the man and woman are close relatives
(for example, siblings or firgt cousins), the probability of pass-
ing on recessive traits increases gregtly. These are called consan-
guineous ("same blood") matings, and they are indicated in
pedigrees by double Because with recent common
ancestors are more likely to carry the same recessve aldes than
ire unrelated people, it ismorelikely that a mating of close rel-
ativeswill produce offgpring homozygous for recessive traits—

including harmful ones. Such effects can be observed in many
types of domesticated and zoo animals that have become inbred.

There is debate among geneticists about the extent to
which human consanguinity increases the risk of inherited
diseases. Many deleterious alleles have such severe effects that
a homozygous embryo spontaneously aborts long before
birth. Still, most societies and cultures have laws or taboos
forbidding marriages between close relatives. These rules may
have evolved out of empirical observation thal m most popu-
lations, stillbirths and birth defects are more common when
parents are closdly related. Socid and economic factors have
aso influenced the development of customs and laws against
consanguineous marriages.

Dominantly Inherited Disorders

Although many harmful a-
leles are recessive, a number
of human disorders are due
to dominant aldles. One ex-
ample is achondroplasia, a
form of dwafisn with a
prevalence of one among
every 25,000 people. Hetero-
zygous individuas have the
dwarf phenotype (Figure
14.15). Therefore, dl people
who are not achondroplastic
dwarfs—99.99% of the pop-
ulation—are homozygous
for the recessve dlde. Like
the presence of extra fingers
or toes mentioned earlier. A Figure 14.15
achondroplasia is a trait for ~ Achondroplasia. Tre late Daid
. w, .- Rappsport, an ador, hed
which the recessve dlde is achondmplasla\ aform of dwarflsm
much more prevalent than that is caused by a dominant dldle
the corresponding dominant
dlde.

Dominant aleles that cause alethal disease are much less
common than recessive aldes that do so. All such letha ale-
les arise by mutations (changes to the DNA) in a sperm or egg;
presumably, such mutations occur equally often whether the
mutant alele is dominant or recessive. However, if a letha
dominant alele causes the death of offspring before they ma-
ture and can reproduce, the alele will not be passed on to fu-
ture generations. In contrast, a lethal recessve dlele can be
perpetuated from generation to generation by heterozygous
carriers who have normal phenotypes. These carriers can re-
produce and pass or the recessive dlele. Only homozygous
recessive offspring will have the lethal disease.

A lethal dominant alele can escape elimination if it causes
death only at a relatively advanced age. By the time the
symptoms become evident, the individual may have aready
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transmitted the lethal alele to his or her children. For exam-
ple, Huntington's disease, a degenerative disease of the
nervous system, is caused by a letha dominant alele that
has no obvious phenotypic effect until the individual is
about 35 to 45 years old- Once the deterioration of the nerv-
ous system begins, it is irreversible and inevitably fatal. Any
child born to a parent who has the dlele for Huntington's
disease has a 50% chance of inheriting the dlele and the dis-
order. (The mating can be symbolized as Aa X aa, withA be-
ing the dominant allele that causes Huntington's disease.) In
the United Stales, this devastating disease dflicts about one
in 10,000 people.

Until relatively recently, the onset of symptoms wes the
only way to know if a person had inherited the Huntington's
dlde Thisis no longer the case. By analyzing DNA samples
from a large family with a high incidence of the disorder,
geneticists tracked the Huntington's dlele to a locus near the
Lip of chromosome 4 (Figure 14.16). This information led to
development of a test that can detect the presence of the
HuniingLons dlele in an individud's genome. (The methods
that make such tests possible are discussed in Chapter 20.)
For those with a family history of Huntingtons disease, the
availability ol this test poses an agonizing dilemma: Under
what circumstances is it beneficia for a presently healthy per-
son to find out whether he or she has inherited a fatd and not
yet curable diseese? Some individuals may want to be tested
for the disease before planning a family.

A Figure 14.16 Large families as excellent case studies of
human genetics. Here, Nancy Wexler, of Columbia University and
the Hereditary Disease Foundation, studies a huge pedigree that traces
Huntington's disease through several generations of one large family in
Venezuela. Classical Mendelian analysis of this family, coupled with the
techniques of molecular biology, enabled scientists to develop a test
for the presence of the dominant alfefe that causes Huntington's
disease—a test that can be used before symptoms appear. Dr. Wexler's
mother died of Huntington's disease, and thus there is a 50% chance
that Dr. Wexler inherited the dominant allele that causes the disease.
To date she has shown no symptoms.
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Multifactorial Disorders

The hereditary diseases we have discussed so far are some-
times described as smple Mendelian disorders because they
result from abnormality of one or both dleles a a single ge-
netic locus. Many more people are susceptible to diseases that
have a multifactorial basis—a genetic component plus a Sgnif-
icant environmental influence. Heart disease, diabetes, cancer,
acoholism, certain mental illnesses such as schizophrenia and
manic-depressive disorder, and many other diseases are multi-
factorid. In many cases, the hereditary component is polv-
genic. For example, many genes &fect cardiovascular health,
making some of us more prone than others to heart attacks
and strokes. But our lifestyle intervenes tremendously between
genotype and phenotype for cardiovascular health and other
multifactorial characters. Exercise, a hedthful diet, abstinence
from smoking, and an ahility to handle stressful situations dl
reduce our risk of heart disease and some types of cancer.

At present, so little is understood about the genetic contr -
butions to most multifactorial diseases that the best public
health strategy is to educate people about the importance of
environmental factors and to promote hedlthful behavior.

Genetic Testing and Counseling

A preventive approach to simple Mendelian disorders is pos-
sible when the risk ol a particular genetic disorder can be as-
sessad before a child is conceived or during the early stages of
the pregnancy. Many hospitals have genetic counselors who
can provide information to prospective parents concerned
about a family history for a specific disease.

Counseling Based on Mendelian Genetics
and Probability Rules

Consider the case of a hypothetical couple, John and Carol.
Both had a brother who died from the same recessively inhel -
ited lethal disease. Before conceiving their first child, John and
Carol seek genetic counseling to determine the risk of having
a child with the disease. From the information about their
brothers, we know that both parents of John and both parents
of Carol must have been carriers of the recessive alele. Thus,
John and Carol are both products of Aa X Aa crosses, where a
symbolizes the dlele that causes this particular disease. We
adso know that John and Carol are not homozygous recessive
(aa), because they do not have the disease. Therefore, thel.-
genotypes are either AA or Aa.

Given a genotypic ratio of 1AA:2Aa: \aa for offspring of
anAa X Aa cross, John and Carol each have a®h chance of be-
ing carriers (Aa). According to the rule of multiplication, tht
overal probability of their firstborn having the disorder is?%/-
(the chance that John is a carrier) multiplied by % (the chanct
that Carol is a earner) multiplied by V4 (the chance of twe
carriers having a child with the disease), which equals 'fa.




Suppose that Carol and John decide to have a child—after al,
th;re is an % chance that their baby will not have the disor-
der. U, despite these odds, their child isborn with the disease,
th"n we would know that both John and Carol are, in fact, car-
riers (Aa genotype). If both John and Carol are carriers, there
isa’A chance that any subsequent child this couple has will

have the disease.

When we use Menddl's laws to predict possible outcomes
o\ matings, it isimportant to remember that each child repre-
sents an independent event in the sense that its genotype is
unaffected by the genotypes of older siblings. Suppose that
John and Carol have three more children, and all three have
the hypothetica hereditary disease. There is only one chance
ir. 64 (A X V2t X V-0 that such an outcomewill occur. Despite
this run of misfortune, the chance that till another child of
this couple will have the disease remains'A.

Tests for Identifying Carriers

Because most children with recessive disorders are born to
parents with normal phenotypes, the key to assessng more
accurately the genetic risk for aparticular disease is determin-
ing whether the prospective parents are heterozygous carriers
o\ the recessive adlele. For an increasing number of heritable
disorders, tests are available that can distinguish individuals
of normal phenotype who are dominant homozygotes from
those who are heterozygotes. There are now tests that can
identify carriers of the aléeles for Tay-Sachs disease, sickle-cell
disease, and the most common form of cystic fibrosis.

These tests for identifying carriers enable people with fam-
ily histories of genetic disorders to make informed decisions
about having children. But these new methods for genetic
screening pose potential problems, if confidentidity is
breached, will carriers be stigmatized? Will they be denied
health or life insurance, even though they themselves are
healthy? Will misinformed employers equate "carrier" with
disease? And will sufficient genetic counseling be available to
help a large number oi individuals understand their test re-
sults? New biotechnology offers possibilities for reducing hu-
~nen suffering, but not before key ethical issues are resolved.
The dilemmas posed by human genetics reinforce one of this
book's themes: the immense social implications of biology.

Fetal Testing

T rmed i

AMNMIDCEntes1s

certain chemicals in the amniotic fluid itsalf. Tests for other
disorders, including Tay-Sachs disease, are performed on cells
grown in the laboratory, descendants of the fetd cells
soughed df into the amniotic fluid. These cultured cdls can
aso be used for karyotyping to identify certain chromosomal
defects (see Figure 13.3).

In an aternative technique called chorionic villus sam-
pling (CVS), a physician inserts a narrow tube through the
cervix into the uterus and suctions out a tiny sample of tissue
from the placenta, the organ that transmits nutrients and fetal
wastes between the fetus and the mother (Figure 14.17b). The
cdls of the chorionic villi of the placenta, the portion sam-
pled, are derived from the fetus and have the same genotype
as the new individual. These cells are proliferating rapidly
enough to dlow karyotyping to be carried out immediately.
This rapid analysis is an advantage over amniocentesis, in
which the cells must be cultured for several weeks before
karyotyping. Another advantage of CVS is that it can be per-
formed as early as the eighth to tenth week of pregnancy.
However, CVS is not suitable for tests requiring amniotic
fluid, and it is less widely available than amniocentesis. Re-
cently, medical scientists have developed methods for isolat-
ing fetd cells that have escaped into the mother's blood.
Although very few in number, these cdlls can be cultured and
then tested.

Imaging techniques dlow a physician to examine a fetus
directly for mgjor anatomical abnormalities. In the ultrasound
technique, sound waves are used to produce an image of the
tetus by a smple noninvasive procedure. In jeioscopy, a
needle-thin tube containing a viewing scope and fiber optics
(to transmit light) is inserted into the uterus.

Ultrasound has no known risk to either mother or fetus, but
amniocentesis and fetoscopy cause complications, such as ma-
ternal bleeding or even fetd death, in about 1% of cases. For
this reason, these techniques generally are used only when the
chance of a genetic disorder or other type of birth defect is rel-
dively great. If the fetd tests reved a serious disorder, the par-
ents face the difficult choice of terminating the pregnancy or
preparing to care for a child with a genetic disorder.

Newborn Screening

Some genetic disorders can be detected at birth by simple tests
that are now routinely performed in most hospitals in the
United States. One common screening program is for
phenylketonuria (FKU), a recessively inherited disorder that
occurs in about one out of every 10,000 to 15,000 births in
the United States. Children with this disease cannot properly
break down the anmo acid phenylalanine. This compound
and its by-product, phenylpyruvate, can accumulate to toxic
levels in the blood, causing mental retardation. However, if
the deficiency is detected in the newborn, a specid diet low in
phenylalanine can usually promote normal development and
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(a) Amniocentesis (b) Chorionic villus sampling (CVS)

P—
A sample of amniotic ’ 'w - \“ﬁ\ A sample of chorionic vilius
fluid can be taken 4 tissue can be taken as early as
starting at the 14th to : the Sth to 10th week of

i 16th week of pregnancy.
. Pregnancy.
Pt —_ —N ;
o \ — Suction tube
- = i | Centrifugation inserted through
L Y cervix
|
|
Uterus Ce / i
|
//. |I
» fl
st
cells \ -
“ »
Biochemical tests can be T
performed immediately on | g |
the amniotic fluid or later Y & £
on the cultured cells. Biochemical |
tests i ,J_
" = S Karyotyping and biochemical
: tests can be performed on the
| fetal cells immediately,
Several Severd providing results within a day

Fetal cells must be cultured weeks hours | orso.
for several weeks to obtain |
sufficient numbers for | ““ ““ |
karyotyping. |

s el ““ (Mo 1

Karyotyping

A Figure 14.17 Testing a fetus for genetic disorders. Biochemical tests may detect
substances associated with particular disorders. Karyotyping shows whether the chromosomes of
the fetus are normal in number and appearance

prevent retardation. Unfortunately, very few other genetic dis- Concept Check T4k &

orders are treatable at the present time.

Screening of newborns and fetuses for serious inherited 1. Beth and Tom each have a sibling with cystic fibro-
diseases, tests tor identifying carriers, and genetic counsel- sis, but neither Beth nor Tom nor any of their par-
ing—all these tools of modern medicine rely on the ents have the disease. Calculate the probability that
Mendelian model of inheritance. We owe the "gene idea'— if this couple has a child, the child will have cystic
the concept of particulate heritable factors transmitted nbrosis. What would be the probability if a test re-
according to simple rules of chance—to the elegant quanti- veded that Tom is a carrier but Beth is not?
tative experiments of Gregor Mendel. The importance of his 2. Joan was born with six toes on each foot, a domi-
discoveries was overlooked by most biologists until early in nant trait called polydactyly. Two of her five siblings
the 20th century, several decades &fter his findings were re- and her mother, but not her father, also have extra
ported. In the next chapter, you will learn how Mendel's laws digits. What is Joan's genotype for the number-oi-
have their physical basis in the behavior of chromosomes digits character? Explain your answer. Use D and d
during sexua life cycles and how the synthesis of Mendelism to symbolize the dleies for this character.
and a chromosome theory of inheritance catalyzed progress -

i i For suggested answers, see Appendix A.
in genetics.
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I Chapter

Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROV1 to explore Activities, Investigations, and other interactive study aids.

[ | summARY OF KEY

[ doncept 101
Mende used the scientific approach to identify two
laws of inheritance

* Mendd's Experimental, Quantitative Approach
(pp. 252-253) Gregor Mendel formulated a paniculate theory of
inheritance based on experiments with garden peas, carried out
in the 1860s. He showed that parents pass on to their offspring
discrete genes that retain their identity through the generations.

The Law of Segregation (pp. 253-256) This law states that
the two alleles of a gene separate (segregate) during gamete for-
mation, so that a sperm or an egg carries only one alkie of each
pair. Mendel proposed this law to explain the 3:1 ratio of F,
phenotypes he observed when monohybrids self-pollinated. Ac-
cording to Mendel's model, genes have alternative forms (ale-
les), and each organism inherits one allele for each gene from
each parent. If the two aleles of a gene are different, expression
of one (the dominant allele) masks the phenotypic effect of the
other (the recessive alele). Homozygous individuals have identi-
cal aleles of a given gene and are true-breeding. Heterozygous
individuals have two different aleles of a given gene.

Activity Monohybrid Cross

The Law of Independent Assortment (pp. 256-258) This
law states that each pair of alleles segregates into gametes inde-
pendently of other pairs. Mendel proposed this law based on
dihybrid crosses between plants heterozygous for two genes.
Alleles of each gene segregate into gametes independently of
aleles of other genes. The offspring of a dihybrid cross (the F,
generation) have four phenotypesin a 9:3:3:1 ratio.

Activity Dihybrid Cross

[Koncept 152
1 helaws of probability govern Mendelian inheritance

}- The Multiplication and Addition Rules Applied to
Monohybrid Crosses (pp. 258-259) The multiplication rule
states that the probability of a compound event is equal to the
product of the individual probabilities of the independent single
events. The addition rule states that the probability of an event
that can occur in two or more independent, mutually exclusive
ways is the sum of the individual probabilities.

Gregor's Garden

Solving Complex Genetics Problems with the Rules of
Probability (pp. 259-260) A dihybrid or other multi-character
cross is equivalent to two or more independent monohybrid
crosses occurring simultaneously In calculating the chances for
the various ofisoring genotypes from such crosses, each charac-
ter first is considered separately and then the individual proba-
bilities are multiplied together.

[fConcept 152 |

Inheritance patterns are often more complex than
predicted by simple Mendelian genetics

I* Extending Mendelian Geneticsfor a Single Gene

(pp. 260-262) For a gene with complete dominance of one
alele, the heterozygous phenotypeis the same as that for the

T

homozyguu® dominant phenotype. a gene with codomi-
nance of both alleles, both phenotypes

zgotes. For a gene with incomplete dominance of either allele
the heterozygous phenotype is intermediate between the two
homozygous phenotypes. genes exist in multiple (more
than two) alelesin apopulation. Pleiotropy is the ability of a
single gene to affect multiple phenotypic characters.

Activity Incomplete Dominance

.

Extending Mendelian Genetics for Two or More Genes
(pp- 262-263) In epistasis, one gene affects the expression of
another gene. In polygenic inheritance, a single phenotypic
character is affected by two or more genes. Characters influ-
enced by multiple genes are often quantitative, meaning that
they vary continuously.

.

Nature and Nurture: The Environmental Impact on
Phenotype (p. 264) The expression of a genotype can be &-
fected by environmental influences. The phenotypic of a
particular genotype is caled its norm of reaction. Polygenic
characters that also influenced by the environment are called
multifactorial characters.

.

Integrating a Mendelian View of Heredity and Variation
(p. 264) An organisms overall phenotype, including its physical
appearance, internal anatomy, physiology, and behavior, reflects
its overall genotype and unique environmental history. Even in

more complex inheritance patterns, Mendel's fundamental laws
of segregation and independent assortment still apply.

Many human traits follow Mendelian patterns of
inheritance

Pedigree Analysis (pp. 265-266) Family can be
used to deduce the possible genotypes of individuals and make
predictions about future offspring. Predictions are usually statis-
tical probabilities rather than certainties

Recessively Inherited Disorders (pp. 266-267) Tay-
Sachs disease, cystic fibrosis, sickle-cell disease, and many
other genetic disorders are inherited as simple recessive traits.
Most individuals (with the homozygous recessive
genotype) are children of phenotypically normal, heterozygous
carriers.

.

Dominantly Inherited Disorders (pp. 267-268) Letha
dominant aleles are eliminated from the population if affected
people die before reproducing. Nonlethal dominant alleles and
lethal ones that late in life, such as the dlele that
causes Huntington's disease, are inherited in a Mendelian way.

Multifactorial Disorders (p. 268) Many human diseases,
such as most forms of and heart disease, have both ge-
netic environmental components. These do not follow sim-
ple Mendelian inheritance patterns.

Genetic Testing and Counseling (pp. 268-270) Using
family histories, genetic counselors help couples determine the
odds that their children will have genetic disorders. For a grow-
ing number of diseases, that identify carriers define the

more accurately. Once a child is conceived, amniocentesis
and chorionic villus sampling can help determine whether a
suspected genetic disorder is present. Further genetic tests

performed after a child is born.
How Do You Diagnose a Genetic Disorder?
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TESTING YOUR KNOWLEDGE

Genetics Problems

1. In some plants, atrue-breeding, red-flowered strain gives all
pink flowers when crossed with a white-flowered strain: RR
(red) X rr (white) -*« Rr (pink). If flower position (axial or ter-
minal) isinherited as it isin peas (see Table 14.1), what will
be the ratios of genotypes and phenotypes of the F* generation
resulting from the following cross: axial-red (true-breeding) X
terminal-white? What will be the ratios in the F, generation?

N

. Flower position, stern length, and seed shape were three char-
acters that Mendel studied. Each is controlled by an independ-
ently assorting gene and has dominant and recessive expression
as follows:

Character Dominant Recessve
Flower position Axial (A) Terminal (a)
Stem length Tal (T) Dwarf (0
Seed shape Round (R) Wrinkled (r)

If a plant that is heterozygous For al three characters is allowed
to self-fertilize, what proportion of the offspring would you ex-
pect to be as follows? (Note: Use the rules of probability instead
of a huge Punnett square.)

a homozygous for the three dominant traits

b. homozygous for the three recessive traits

c. heterozygous for al three characters

d. homozygous for axia and tall, heterozygous for seed shape

w

A black guinea pig crossed with an albino guinea pig produces
12 black offspring. When the abino is crossed with a second
black one, 7 blacks and 5 albinos are obtained. What is the
best explanation for this genetic situation? Write genotypes for
the parents, gametes, and offspring.

4. In sesame plants, the one-pod condition (P) is dominant to the
three-pod condition (p), and normal legf (L) is dominant to
wrinkled leaf (1). Pod type and ledf type are inherited
independently. Determine the genotypes for the two parents for
al possible rnatings producing the following offspring:

a. 318 one-pod, normal leaf: 98 one-pod, wrinkled leaf

b. 323 three-pod, normal leaf: 106 three-pod, wrinkled leaf

c. 401 one-pod, normal leaf

d. 150 one-pod, normal leaf : 147 one-pod, wrinkled leaf: 51
three-pod, normal lesf : 48 three-pod, wrinkled leaf

e. 223 one-pod, normal leaf: 72 one-pod, wrinkled leaf: 76
three-pod, normal leaf: 27 three-pod, wrinkled |eaf

o

A man with type A blood marries awoman with type B blood.
Their child has type O blood. What are the genotypes of these
individuals? What other genotypes, and in what frequencies,
would you expect in offspring from this marriage?

=2

Phenylketonuria (PKU) is an inherited disease caused by a re-
cessive alele. If a woman and her husband, who are both carri-
ers, have three children, what is the probability of each of the
following?
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a All three children are of normal phenotype.

b. One or more of the three children have the disease.
c. All three children have the disease.

d. At least one child is phenotypically normal.

(Note: Remember that the probabilities of dl possible outcomes
aways add up to 1)

The genotype of F] individuals in a tetrahybrid cross is
AaBbCcDd. Assuming independent assortment of these four
genes, what are the probabilities that ¥, offspring will have the
following genotypes?

a aabbccdd d. AaBBccDd
b. AaBbCcDd e. AaBBCCdd
C. AABBCCDD

What is the probability that each of the following pairs of par-
ents will produce the indicated offspring? (Assume independ-
ent assortment of al gene pairs.)
a AABBCC X aabhcc -* AaBbCc
b. AABbCc X AaBbCc -> AAbbCC
c. AaBbCc X AaBbCc -* AaBbCc
d. aaBbCC X AABbcc -+ AaBbCc

Karen and Steve each have a sibling with sickle-cell disease.
Neither Karen nor Steve nor any of their parents have the dis-
ease, and none of them have been tested to revea sickle-cell
trait. Based on this incomplete information, calculate the prob-
ability that if this couple has a child, the child will have sickle-
cell disease.

In 1981, a stray black cat with unusual

rounded, curled-back ears was adopted

by a family in California Hundreds of

descendants of the cat have since been

born, and cat fanciers hope to develop

the curl cat into a show breed. Suppose

you owned the first curl cat and wanted to develop a true-
breeding variety. How would you determine whether the
curl alele is dominant or recessive? How would you obtain
true-breeding curl cats? How could you be sure they are
true-breeding?

Imagine thai a newly discovered, recessively inherited disease
is expressed only in individuals with type O blood, although
the disease and blood group are independently inherited. A
normal man with type A blood and a normal woman with
type B blood have already had one child with the disease. The
woman is now pregnant for a second time. What is the proba-
bility that the second child will also have the disease? Assume
that both parents are heterozygous for the gene that causes
the disease.

In tigers, a recessive dlele causes an absence of fur
pigmentation (a white tiger) and a cross-eyed condition. If two
phenotypically normal tigers that are heterozygous at this locus
are mated, what percentage of their offspring will be cross-
eyed? What percentage will be white?

In corn plants, a dominant allele I inhibits kernel color,
while the recessive alele i permits color when homozygous.




At a different locus, the dominant alele P causes purple
kernel color, while the homozygous recessive genotype pp
causes red kernels. If plants heterozygous at both loci are
crossed, what will be the phenotypic ratio of the offspring?

The pedigree below traces the inheritance of alkaptonuria, a
biochemical disorder. Affected individuals, indicated here by
the colored circles and squares, are unable to break down a
substance called alkapton, which colors the urine and stains
body tissues. Does alkaptonuria appear to be caused by a dom-
inant allele or by a recessive alele? Fill in the genotypes of the
individuals whose genotypes can be deduced. What genotypes
are possible for each of the other individuals?

[
|
= =
=

WL | \ T [
T | & ]
Sandra Tom Sam  Wilma Ann Michael
__ ':— _ Carla
Daniel  Alan | Tina
Christopher

. A man has six fingers on each hand and six toes on each foot.

His wife and their daughter have the normal number of digits.
Extra digits is a dominant trait. What fraction of this couple's
children would be expected to have extra digits?

. Imagine that you are a genetic counselor, and a couple

planning to start a family come to you for information. Charles
was married once before, and he and his first wife had a child
with cystic fihrosis. The brother of his current wife Elaine died
of cystic fibrosis. What is the probability that Charles and
Elaine will have a baby with cystic fibrosis? (Neither Charles
nor Elaine has cystic fibrosis.)

. Inmice, black color (B) is dominant to white (b). At a different

locus, a dominant alele (A) produces a band of yellow just be-
low the tip of each hair in mice with black fur. This gives a
frosted appearance known as agouti. Expression of the

recessive alele (a) results in a solid coat color. If mice that are
heterozygous at both loci are crossed, what is the expected
phenotypic ratio of their offspring?

For Genetics Problems answers, see Appendix A.
Go to the website or CD-ROM for more quiz questions.

—Evol ution Connéction'

Over the past haf century, there has been a trend in the United
States and other developed countries for people to marry and start
families later in life than did their parents and grandparents. Specu-
late on the effects this trend may have on the incidence (frequency)
of late-acting dominant lethal aleles in the population.

Scientific Inquiry
You are handed a mystery pea plant with long stems and axia flow-
ers and asked to determine its genotype as quickly as possible. You
know the alele for tal stems (T) is dominant to that for dwarf
stems (t) and that the allele for axia flowers (A) is dominant to that
for terminal flowers (a).

o

What are all the possible genotypes for your mystery plant?
. Describe the one cross you would do, out in your garden, to
determine the exact genotype of your mystery plant.

While waiting for the results of your cross, you predict the

results for each possible genotype listed in part a How do

you do this?

. Make your predictions using the following format: If the
genotype of my mystery plant is , the plants resulting
from my cross will be
1t 'h of your offspring plants have tall stems with axial flow-
ers and 'h have tall stems with terminal flowers, what must
be the genotype of your mystery plant?

. Explain why the activities you performed in parts ¢ and d
were not "doing a cross,"

o

2]

[=%

o

Science, Technology, and Society'

Imagine that one of your parents had Huntington's disease. What is
the probability that you, too, will someday manifest the disease?
There is no cure for Huntington's. Would you want to be tested for
the Huntington's alele? Why or why not?
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The

Chremosomal
Basis of
Inheritance

Key Concepts

15.1 Mendelian inheritance has its physical basis
in the behavior of chromosomes

15.2 Linked genes tend to be inherited together
because they are located near each other on
the same chromosome

15.3 Sex-linked genes exhibit unique patterns of
inheritance

15.4 Alterations of chromosome number or
structure cause some genetic disorders

15.5 Some inheritance patterns are exceptions to
the standard chromosome theory

L ocating Genes on Chromosomes
Toda/, we can show that genes—Gregor Mendel's "hered-

itary factors'—are located on chromosomes. We can see

the location of a particular gene by tagging isolated chro-
mosomes with a fluorescent dye that highlights that gene. For
example, the yellow dotsin Figure 15.1 mark the locus of a spe-
dfic gene on a homologous pair of human chromosomes. (Be-
cause the chromosomes in this light micrograph have aready
replicated, we see two dots per chromosome, one on each Sster
chromatid.) A century or so ago, however, the relation, of genes
and chromosomes was not immediately obvious. Many biolo-
gists remained skeptical about Menddl's laws of segregation and
independent assortment until evidence accumulated that these
principles of heredity had a physical basis in the behavior of
chromosomes. In this chapter, which integrates and extends
what you learned in the past two chapters, we describe the chro-
mosomal basis for the transmission of genes from parents to dof-
spring, aong with some important exceptions.
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A Figure 15.1 Chromosomes tagged to reveal a specific
gene (yellow).

Mendelian inheritance has its
physical basisin the behavior
of chromosomes

Using improved techniques of microscopy, cytologists worked
out the process of mitosis in 1875 and meiosis in the 18905.
Then, around 1900, cytology and genetics converged as hiol-
ogists began to see parallels between the behavior of chromo-
somes and the behavior of Menddl's "factors' during sexual life
cycles: Chromosomes and genes are both present in pairs in
diploid cells; homologous chromosomes separate and alelos
segregate during the process of meiosis, and fertilization re-
stores the paired condition for both chromosomes and genes.
Around 1902, Wadter S. Sutton, Theodor Boveri, and othersin-
dependently noted these parallels, and the chromosome theory
of inheritance began to take form. According to this theory,
Mendelian genes have specific loci (positions) on chromo-
somes, and it is the chromosomes that undergo segregation
and independent assortment.

Figure 15.2 shows that the behavior of homologous chro-
mosomes during meiosis can account for the segregation of
the aleles a each genetic locus to different gametes. The fig-
ure aso shows that the behavior of nonhomologous chromo-
somes can account for the independent assortment of the alk-
ies for two or more genes located on different chromosomes.
By carefully studying this figure, which traces the same dihy-
brid pea cross you learned about in Figure 14.8, you can see
how the behavior of chromosomes during meiosis in the Fj
generation and subsequent random fertilization gives rise to
the F, phenotypic ratio observed by Mendel.




P Generation =
Starting with two true-breeding pea =
plants, we follow two genes through /
tie Fi and F2 generations. The two A
genes specify seed color (allele V for ; f
yellow and allele y for green) and seed
shape (allele R for round and allele r + ‘

for wrinkled). These two genes are on
different chromosomes. (Peas have
Seven chromosome pairs, but only
Iwo pairs are illustrated here.)

Meiosis
Fertilization

Gametes

I-, Generation

LAW OF SEGREGATION

1he two alleles for each gene separate
dunng gamete formation. As an
example follow the fate of the long

rl'iromosomes (carrying Rand r).
fead the numbered explanations
below.

) The R and r alleles segregate
atanaphase 1, yielding two
types of daughter cells for
this locus.

T I
m Metaphase 11

| 1
S / N\ ,

W R 2w /f

£\ Each gamete
gets one long
chromosome
with either the
/?orrallele. , .-

Gametes fi

F> Generation =
Fertilization among the F, plants

3

3 .lgl

© Fertilization
recombines the
fttandralletes
at random.

s
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t Figure 1S.2 The chromosomal basis of Mendel's laws. Here we correlate results
of one of Mendel's dihybrid crosses 14.8) with the behavior of chromosomes during
meiosis (see Figure 13.8). The arrangement at metaphase | of meiosis and their
movement during anaphase | account for the segregation and independent assortment of the
alleles for seed color and shape. Each cell that undergoes meiosis in an F, produces two kinds
cf gametes. Overall, how: plants produce equal numbers of all four kinds of gametes
tecause the alternative chromosome arrangements at metaphase 1 are equally likely.

Figure
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| = | Green-wrinkled
| seeds (yyrr)

LAW OF INDEPENDENT ASSORTMENT
Alleles of genes on nonhomologous
chromosomes assort independently during
gamete formation. As an example, follow

both the long and short chromosomes
along both paths. Read the numbered
explanations below.

0 Alleles at both loci segregate
in anaphase |, yielding four
types of daughter cells
depending on the chromosome
arrangement at metaphase .
Compare the arrangement of
the R and r alleles relative to the

AN, Yandy aileles in anaphase I.

€3 Each gamete gets
along and a short
chromosome in
one of fouralleie
. combinations.

£l Fertilization rejuits
in the 9:3:3:1
phenotypic ratio in
the F, generation.
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Morgan's Experimental Evidence:
ientific Inquiry

The firgt solid evidence associating a specific: gene with a
specific chromosome came from the work of Thomas Hunt
Morgan, an experimental embryologist at Columbia University
early in the 20th century Although Morgan wes initially skepti-
ca about both Mendelism and the chromosome theory his
early experiments provided convincing evidence that chromo-
somes are indeed the location of Mendd's heritable factors.

Morgan's Choice of Experimental Organism

Many times in the history of biology, important discoveries
have come to those insightful enough or lucky enough to
choose an experimental organism suitable for the research
problem being tackled. Mendel chose the garden pea because
a number of distinct varieties were available. For his work,
Morgan selected a species of fruit fly Drosophila melanogaster,
a common, generally innocuous insect that feeds on the fungi
growing on fruit. Fruit flies are prolific breeders; a sngle mat-
ing will produce hundreds of offspring, and a new generation
can be bred every two weeks. These characteristics make the
fruit fly a convenient organism for genetic studies. Morgan's
laboratory soon became known as "the fly room."

Another advantage of the fruit fly is that it has only four
pairs of chromosomes, which are easily distinguishable with a
light microscope. There are three pairs of autosomes and one
pair of sex chromosomes. Female fruit flies have a homolo-
gous pair of X chromosomes, and males have one X chromo-
some and one'Y chromosome.

While Mendel could readily obtain different pea varieties,
there were no convenient suppliers of fruit fly varieties for
Morgan to employ Indeed, he was probably the first person to
want different varieties of this common insect. After a year of
breeding flies and looking for variant individuals, Morgan was
rewarded with the discovery of a single mae fly with white
eyes instead of the usual red. The norma phenotype for a
character (the phenotype most common in natural popula-
tions), such as red eyes in Drosophila, is caled the wild type
(Figure 15.3). Traits that are aternatives to the wild type, such
aswhite eyesin Drosophila, are called mutant phenotypes be-
cause they are due to dleles assumed to have originated as
changes, or mutations, in the wild-type dlele.

Morgan and his students invented a notation for symboliz-
ing aleles in Drosophila that is still widely used for fruit flies
For a given character in flies, the gene takes its symbol from
the first mutant (non-wild type) discovered. Thus, the dlele
for white eyesin Drosophila is symbolized by w. A superscript
+ identifies the alele for the wild-type trait—w" for the alde
for red eyes, for example. Over the years, different gene nota
tion systems have been developed for different organisms. For
example, human genes are usualy written in al capitals, such
as HD for the alele for Huntington's disease.
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A Figure 15.3 Morgan's first mutant. Wild-type Drosophila fies
have red eyes (left). Among his flies, Morgan discovered a mutant male
with white eyes (right). This variation made it possible for Morgan to
trace a gene for eye color to a specific chromosome (LMs).

Correlating Behavior of a Gene's Alleles
with Behavior of a Chromosome Pair

Morgan mated his white-eyed male fly with ared-eyed female.
All the F. offspring had red eyes, suggesting that the wild-type
dlde is dominant. When Morgan bred the F flies to each
other, he observed the classical 3:1 phenotypic ratio among
the F, offspring. However, there was a surprising additional
result: The white-eye trait showed up only in males. All the f,
femdes had red eyes, while haf the males had red eyes and
half had white eyes. Therefore, Morgan concluded that somt-
how a fly's eye color was linked to its sex. (If the eye-coler
gene were unrelated to gender, one would have expected haf
of the white-eyed flies to be mae and hdf femae)

A femde fly has two X chromosomes (XX), while a mde fly
hasan X andaY (XY). The correlation between the trait of white
eye color and the mae sex of the dfected F, flies suggested to
Morgan that the gene affected in his white-eyed mutant was lo-
cated exclusively on the X chromosome, with no corresponding
dlele present on the Y chromosome. His reasoning can be fal-
lowed in Figure 15.4. For a mae, a single copy of the mutant
dlelewould confer white eyes; snceamae has only one X chrc-
mosome, there can be no wild-type alele (W*™) present to offst
the recessve dlele. On the other hand, a femde could hav®
white eyes only if both her X chromosomes carried the recessive
mutant dlele (w). Thiswasimpossible for the F, femdesin Mor-
gan's experiment because dl the f\ fathers had red eyes.

Morgans finding of the correlation between a particular
trait and an individua's sex provided support for the chromo-
some theory of inheritance: namely, that a specific gene is car-
ried on a specific chromosome (in this case, the eye-color gene
on the X chromosome). In addition, Morgans work indicated
that genes located on a sex chromosome exhibit unique in-
heritance patterns, which we will discuss later in this chapter.
Recognizing the importance of Morgan's early work, manv
bright students were attracted to his fly room.




lure 15.4
wry Inacross between a wild-type

male fruit fly and a mutant white-eyed
- ale, what color eyes will the F, and F,
dffspring have?

Morgan mated a wild-type (red-eyed) female |
v\ith a mutant white-eyed male. The Fi offspring all had red eyes.
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Morgan then bred an F] red-eyed female to an Fi red-eyed male to |
produce the F, generation.

lmme F~ generation showed a typical [
Mendelian 3:1 ratio of red eyes to white eyes, However, no females

| displayed the white-eye trait; they all had red eyes. Half the males
had white eyes, and half had red eyes.
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ONCLUSION Since all F, offspring had red eyes, the mutant |
white-eye trait (w) must be recessive to the wild-type red-eye trait
iw'). Since the recessive trait—white eyes—was expressed only in
males in the F, generation, Morgan hypothesized that the eye-color |
gene is located on the X chromosome and that there is no corres-
ponding locus on the Y chromosome, as diagrammed here.
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Generation b -]
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Concept Check

1. "Which one of Mendd's laws relates to the inheritance
of alkies for asingle character? Which law relates to
the inheritance of alees for two charactersin a dfey-
brid cross? What is the physical basis of these laws?

2. If the eye-color locusin Drosophila were located on
an autosome, what would be the sex and phenotype
of dl the F, offspring produced by the crosses in
Figure 154?

For suggested answers, see Appendix A.

linked genes tend to be inherited
together because they are located
near each other on the same
chromosome

The number of genes in a cel is far greater than the number
of chromosomes; in fact, each chromosome has hundreds or
thousands of genes. Genes located on the same chromosome
that tend to be inherited together in genetic crosses are said
to be linked genes. When geneticists follow linked genes in
breeding experiments, the results deviate from those ex-
pected from Mendél's law of independent assortment.

How Linkage Affects Inheritance:
Scientific Inquiry

To see how linkage between genes afects the inheritance of
two diilerent characters, lets examine another of Morgan's
Drosophila experiments. In this case, the characters are body
color and wing size, each with two different phenotypes. Wild-
type flies have gray bodies and normal-sized wings. In addi-
tion to these flies, "Morgen had doubly mutant flies with black
bodies and vestigiad wings (much smaller than normal wings).
The alleles for these traits are represented by the following sym-
bols: b~ — gray b= black; vg* = normal wings, vg = vestigia
wings. The mutant alleles are recessive to the wild-type alleles,
and neither geneis on a sex chromosome.

tn studying these two genes, Morgan carried out the
crosses shown in Figure 155 (p. 279). He firs mated true-
breeding wild-type flies (b b* vg" vg") with black, vestigial-
winged ones (b b vg vg) to produce heterozygous F] dihybrids
(b" bvg" vg), dl of which were wild-type in appearance. He
then crossed female dihybrids with true-breeding males of the
double-mutant phenotype (b b vg vg). fn this second cross,
which corresponds to a Mendelian testcross, we know the
genotype of the femae parent (b* b vg* vg), and we also know
which dlele combinations are "parental,” meaning derived
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from the parents in the P generation: b " with vg™ and b with
vg. We don't know; however, whether the two genes are lo-
cated on the same or different chromosomes. In the testcross,
al the sperm will donate recessive dleles (b and vg); so the
phenotypes of the offspring will depend on the ovds aleles.
Therefore, from the phenolypes of the offspring, we can de-
termine whether or not the parental alele combinations, b*
with vg* and h with vg, stayed together during formation of
theF, femaes ova

When Morgen "scored" (classified according to phenotype)
2,300 offspring from the testcross matings, he observed a
much higher proportion of parental phenotypes than would be
expected if the two genes assorted independently (see Figure
15.5). Basad on these results, Morgan reasoned that body color
and wing size are usudly inherited together in specific combi-
nations (the parental combinations) because the genes for
these characters are on the same chromosome:

Parents
in testcross

Y
Most N — - — B
offspring

However, if the genes for body color and wing size were d-
ways inherited together in those parental combinations, no
nonparental phenotypes would have been observed among
the offspring of Morgan's testcross. In fact, both of the non-
parental phenotypes were produced in Morgan's experiments
(see Figure 15.5), suggesting that the body-color and wing-
size genes are only partialy linked geneticaly To understand
this result, we need to further explore genetic recombination,
the production of offspring with combinations of traits differ-
ing from those found in either parent.

Genetic Recombination and Linkage

In Chapter 13, you learned that meiosis and random fertiliza-
tion generate genetic variation among offspring of sexually re-
producing organisms. Here we will examine the chromosomal
basis of recombination in relation to the genetic findings of
Mendel and Morgan.

Recombination of Unlinked Genes:
Independent Assortment of Chromosomes

Mendel learned from crosses in which he followed two char-
acters that some offspring have combinations of traits that do
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not match either parent in the parental (P) generation. For ex-
ample, we can represent the cross between a pea plant wizh
yellow-round seeds that is heterozygous for both seed color
and seed shape (YyRr) and a plant with green-wrinkled seeds
(homozygous for both recessive aleles, yyrr) by the following
Punnett square:

Gametes from yellow-round
heterozygous parent (YyRr)

Gametes from green- — o
wrinkled homozygous < \yr || - | '
recessive parent {yyrr 2
2 L) i | YR | yyrr Yyr | yRe
Paréntal- Recombinant
type offspring
offspring

Notice in this Punnett square that one-half of the offspring
are expected to inherit a phenotype that matches one of the
parental phenotypes. These offspring are called parental
types. But two nonparental phenotypes are aso found among
the offspring. Because these offspring have new combinations
of seed shape and color, they are caled recombinant types,
or recombinants for short. When 50% of al offspring are re-
combinants, as in this example, geneticists say that thereisa
50% frequency of recombination. The predicted phenotyp c
ratios among the offspring are similar to what Mendel actually
found in YyRr X yyrr crosses.

A 50% frequency of recombination is observed for any two
genesthat are located on different chromosomes. The physical
basis of recombination between unlinked genes is the random
orientation of homologous chromosomes a metaphase | of
meiosis, which leads to the independent assortment of aleles
(see Figures 15.2 and 13.10).

Recombination of Linked Genes:
Crossing Over

Now lets return to Morgan's fly room to see how we can ex-
plain the results of the Drosophila testcross illustrated in
Figure 15.5. Recdl that most of the offspring from the testcross
for body color and wing size had parental phenotypes, sug-
gesting that the two genes were on the same chromosome, bi t
a small number of offspring were recombinants. Although
there was linkage, it appeared to be incomplete.

Faced with these results, Morgan proposed that som;
process must occasionaly break the physical connection be-
tween genes on the same chromosome. Subsequent experiments
demonstrated that this process, now’ called crossing over,
accounts for the recombination of linked genes. In crossing
over, which occurs while replicated homologous chromo-
somes are paired during prophase of meiosis |, one materna




1> Arethe genes for body color and wing size in fruit flies

|ocated on the same chromosome or different chromosomes?

Morgan first mated true-breeding wild-type flies with black, vestigial-
winged flies to produce heterozygous F; dihybrids, all of which are wild-type in appearance. He

| tnen mated wild-type F, dihybrid females with black, vestigial-winged males, producing 2,300
F, offspring, which he classified according to phenotype.
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1d type {hlack body,
TESTCROSS wastigial wings)

L

Parental-type Recombinarnt (nonparental-type)
oftspring offspring

CO
im If these two genes were on different chromosomes, the alleles from the F,

dihybrid would sort into gametes independently, and we would expect to see equal numbers of
the four types of offspring. If these two genes were on the same chromosome, we would expect
each allele combination, b* vg* and b vg, to stay together as gametes formed. In this case,
only offspring with parental phenotypes would be produced. Since most offspring had a
parental phenotype, Morgan concluded that the genes for body color and wing size are located
on the same chromosome. However, the production of a small nhumber of offspring with
nonparental phenotypes indicated that some mechanism occasionally breaks the linkage
between genes on the same chromosome.

e e — -

md one paternal chromatic! break at corresponding points
and then are rejoined to each other (see Figure 13.11). In d-
fect, the end portions of two nonsister chromatids trade places
each time a crossover occurs.

The recombinant chromosomes resulting from crossing over
may bring dleles together in new combinations, and the subse-
quent events of melods distribute the recombinant chromo-
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somes to gametes. Figure 15.6 (p. 280)
shows how crossing over in a dihybrid fe-
male fly resulted in recombinant ova and
ultimately recombinant offspring in

of the ova had a chro-
mosome with either the b" vg" or b vg
parental genotype for body color and wing
sze, but some ovahad a recombinant chro-
mosome (b* vg or b vg™). Fertilization of
these various classes of ova by homozygous
recessve sperm (b vg) produced an of-
spring population 17% exhibited
a nonparental, recombinant phenotype
(see Figure 15.6). As we discuss the
percentage of recombinant offspring,
recombination frequency, is related to the dis-
tance between linked genes.

Linkage Mapping Using
Recombination Data:
Scientific Inquiry

The discovery of linked genes and recom-
bination due to crossing over led one of
Morgan's students, Alfred H. Sturtevant,
to a method for constructing a genetic
map, an ordered of the genetic loci

along a particular chromosome.
Sturtevant hypothesized that recombi-
nation frequencies calculated experi-
ments like the one in 155 and
15.6 depend on the distances between
genes on achromosome. He assumed that
crossing over is a random event, and thus
is approxi-

mately equal at al points along
on these assumptions, Sturte-
vant predicted that farther apart two
genes are, the higher the probability a
them and there-
fore the recombination frequency.
His reasoning was simple: The grester the
more

crossing over can occur. Using recombina-
tion data from various fly crosses,

Sturtevant proceeded to assign relative positions to genes
on the same chromosomes—that is, to map genes.

A genetic map based on recombination frequencies is spedif-
icaly caled alinkage map. Figure 15.7 (p. 281)
tevants linkage map of three genes: the body-color (b) and
wing-size (vg) genes depicted in Figure 15.6 and a third gene,
called cinnabar (en). Cinnabar is one of many Drosophila genes

Stur-
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dfecting eye color. Cinnabar eyes, a mutant phenotype, are a
brighter red than the wild-type color. The recombination fre-
quency between en and b is 9%; that between en and vg, 9.5%;
and that between b and vg, 17%. In other words, crossovers be-
tween en and b and between en and vg are about half as frequent
as crossovers between b and vg Only a map that locates en
about midway between b and vg is consistent with these data,
as you can prove to yoursef by drawing alternative maps.

Sturtevant expressed the distances between genes in map
units, defining one map unit as equivalent to a 1% recombina-
tion frequency. Today map units often are called centimorgans
in honor of Morgan.

In practice, the interpretation of recombination datais more
complicated than this example suggests. For example, some
genes on a chromosome are so0 fa from each other that a
crossover between them is virtualy certain. The observed

b vg Black body,

Testcross
parents L IV vestigial wings
T " (double mutant;
s @ (¢ )
| Replication of
w i chromosomes
Meiosis I: Crossing
over between b and vg
loci produces new allele
combinations.
| Meiosis 1and I1:
| No new allele
| combinations are
produced.
Meiosis I1: Separation -
of chromatids produces
recombinant gametes
with the new allele |
combinations. L
Gametes
Ova
Testcross
offspring

Recombination _
frequency

391 recombinants
2,300 total offspring *

| = | ——a—p | =T | c=a=»

b vg

Parental-type offspring

A Figure 15.6 Chromosomal basis for
recombination of linked genes. In these
diagrams re-creating the testcross in Figure

15.5, we track chromosomes as well as genes.
The maternal chromosomes are color-coded to
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b vg o vy b vg

Recombinant offspring

distinguish one homologue from the other.
Because crossing over between the b and vg loci
occurs in some, but not all, ovum-producing
cells, more ova with parental-type chromosomes
than with recombinant ones are produced in the

mating females. Fertilization of the ova by
sperm of genotype b vg gives rise to some
recombinant offspring. The recombination
frequency is the percentage of recombinant
flies in the total pool of offspring.




genes along a chromo |

'm A linkage map is based on the assumption |
that the probability of a crossover between two genetic loci is
proportional to the distance separating the loci. The recombination |
irequencies used to construct a linkage map for a particular
chromosome are obtained from experimental crosses, such as the
cross depicted in Figure 15.6. The distances between genes are |
expressed as map units (centimorgans), with one map unit
equivalent to a 1 % recombination frequency. Genes are arranged
in the chromosome in the order that best fits the data.

Im In this example, the observed recombination

frequencies between three Drosopbila gene pairs (b-cn 9%, cn-vg |
| 9.5%, and b-vg 17%) best fit a linear order in which en is
positioned about halfway between the other two genes: |

Recombination |
| frequencies

- 9%6—> g1 5 |

-—17% ——— |

Chromosome |

The b-vg recombination frequency is slightly less than the sum of
| the b-cn and cn-vg frequencies because double crossovers are
| fairly likely to occur between b and vg in matings tracking these

two genes. A second crossover would "cancel out" the first and |
| thus reduce the observed b-vg recombination frequency.

frequency of recombination in crosses involving two such
genes can have a maximum value of 50%, a result indistin-
guishable from that for genes on different chromosomes. In
this case, the physical connection between genes on the same
chromosome is not reflected in the results of genetic crosses.
Despite being on the same chromosome and thus being
physicallylinked, thegenesaregeneticallyunlinked; alelesof such
genes assort independently as if they were on different chro-
mosomes. In fact, the genes for two of the pea characters that
Mendel studied—seed color and flower color—are now
known to be on the same chromosome, but the distance
between them is so grest that linkage is not observed in ge-
letic crosses. Genes located far apart on a chromosome are
mapped by adding the recombination frequencies from
crosses involving each of the distant genes and a number of
genes lying between them.

Using recombination data, Sturtevant and his colleagues
were able to map numerous Drosophila genes in linear arrays.
They found that the genes clustered into four groups of

€

€D
A

(a0

Long aristae Gray Red Normal Red
(appendages body eyes wings eyes
on head)

Wild-type phenotypes

A Figure 15.8 A partial genetic (linkage) map of a
Drosophila chromosome. This simplified map shows just a few
of the genes that have been mapped on Drosophila chromosome II.
The number at each gene locus indicates the number of map units
between that locus and the locus for aristae length (left). Notice that
more than one gene can affect a given phenotypic characteristic,
such as eye color. Also, note that in contrast to the homologous
autosomes (lI-1V), the X and Y sex chromosomes () have distinct
shapes.

linked genes. Because microscopists had found four pairs of
chromosomes in Drosophila cells, this clustering of genes was
additional evidence that genes are located on chromosomes.
Each chromosome has a linear array of specific gene loci
(Figure 15.8).

Because a linkage map is based on recombination
frequencies, it gives only an approximate picture of a chromo-
some. The frequency of crossing over is not actualy uniform
over the length of a chromosome, as Sturtevant assumed, and
therefore map units do not correspond to actual physical dis-
tances (in nanometers, for instance). A linkage map does por-
tray the order of genes adong a chromosome, but it does not
accurately portray the precise locations of those genes. Other
methods enable geneticists to construct cytogenetic maps of
chromosomes, which locate genes with respect to chromoso-
ma features, such as d.aned bands, that can be seen in the
microscope. The ultimate maps, which we will discuss in
Chapter 20, show the physical distances between gene loci in
DNA nucleotides. Comparing a linkage map with such a
physical map or with a cytogenetic map of the same chromo-
some, we find that the linear order of genes is identical in dl
the maps but the spacing between genes is not.
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Concept Check 3.2

1. When two genes are located on the same chromo-
some, what is the physica basis for the production
of recombinant offspring m a testcross between a
dihybnd parent and a double-mutant parent?

2. For each type of offspring in Figure 15.5, explain
the relationship between its phenotype and the
alkies contributed by the femae parent.

3. Genes A, B, and C are located on the same chromo-
some. Testcrosses show that the recombination fre-
quency between A and B is 28% and between A and
Cis 12%. Can you determine the linear order of
these genes?

For suggested answers, see Appendix A.

Sex-linked genes exhibit unique
patterns of inheritance

Asyou learned earlier, Morgan's discovery of atrait (white eyes)
that correlated with the sex of flies was a key episode in the de-
velopment of the chromosome theory of inheritance. In this
section, we consider the role of sex chromosomes in inheritance
inmore detail. We begin by reviewing the chromosomal basis of
sex determination in humans and some other animals.

The Chromosomal Basis of Sex

Whether we are male or femde is one of our more obvious
phenotypic characters. Although the anatomica and physio-
logical differences between women and men ae numerous,
the chromosomal basis for determining sex is rather smple.
In humans and other mammals, there are two varieties of sex
chromosomes, designated X and Y. A person who inherits
two X chromosomes, one from each parent, usualy develops
as a femae. A male develops from a zygote containing one
X chromosome and one Y chromosome (Figure 15.9a). The Y
chromosome is much smaller than the X chromosome (see the
micrograph to the left), and
only relatively short seg-
ments a either end of the Y
chromosome are homolo-
gous with corresponding
regions of the X. These ho-
mologous regions allow the X
and Y chromosomesin males
to pair and behave like homo-
logous chromosomes during
meiosis in the testes.
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~(a) The X-Y system. In mammals, the sex of an offspring depends
on whether the sperm ceii contains an X chromosome or a Y.

L e

(b) The X-0 system. 7 grisshoppers, roaches, snd some other
*-.. insects, there is Oltly one type of sex chromosome, the X.
- Females are XX; r'lales h&ve only one sex chromosome (XO).
Sex of the djffspring is determined by whether the sperm cell
ciznfaing an X chromosome or no sex chromosome.

{t) The Z-W system. In kit'ds, some fishes, and some insects,i1i&

°  sex chromosome presefit in the ovum (not the sperm) detei-

- s mines the sex of offspiirtg. The sex chromosomes-are
designated Z and |/ Females are ZW and mafes are ZZ.

£

b

((Diploid) I ¥ i_(HapIoidlEI

? d

{d)) The haplo-diploid system. There are no sex chromosomes in
most species of bees and ants. Females develop from fertilized
ova and are thus diploid, Males develop from unfertilized egg:
and 3f& hapioid; they hove no fathers.

A Figure 15.9 Some chromosomal systems of sex
determination. Numerals indicate the number of autosomes. In
Drosophila, males are XY, but sex depends on the ratio between
the number of X chromosomes and the number of autosome sets,
not simply on the presence of a Y chromosome.

In both testes and ovaries, the two sex chromosomes segre-
gate during meiosis, and each gamete receives one. Each
ovum contains one X chromosome. In contrast, sperm

two categories. Half the sperm cells amale produces con-
tain an X chromosome, and half containaY chromosome. We




can trace the sex of each offspring to the moment of concep-
tion: If a sperm cel bearing an X chromosome happens to
fertilize an ovum, the zygote is XX, a femade; if a sperm cell
containing a'Y chromosome fertilizes an ovum, the zygote is
XY, a male (see Figure 15.9a). Thus sex determination is a
matter of chance—afifty-fifty chance. Besides the mammalian
XY system, three other chromosoma systems for determin-
ing sex are shown in Figure 15.9, in parts b-d.

In humans, the anatomical signs of sex begin to emerge
when the embryo is about two months old. Before then, the
rudiments of the gonads are generic—they can develop into
either ovaries or testes, depending on hormonal conditions
within the embryo. Which of these two possibilities occurs de-
pends on whether or not aY chromosome is present. In 1990,
a British research team identified a gene onthe'Y chromosome
required for the development of testes. They named the gene
SRY, for sex-determiningregion of Y. In the absence of 5RY. the
gonads develop into ovaries. The researchers emphasized that
the presence (or absence) of SRYisjust atrigger. The biochem-
ical, physiological, and anatomical festures that distinguish
males and females are complex, and many genes are involved
in their development. SKY codes for a protein that regulates
other genes. Researchers have subsequently identified a num-
ber of additional geneson the Y chromosome that are required
ior normal testis functioning. In the absence of these genes, an
XY individual is male but does not produce normal sperm.

Inheritance of Sex-Linked Genes

In addition to their role in determining sex, the sex chromo-
somes, especially X chromosomes, have genes for many

(a) A father with the disorder will transmit
! the mutant aliele to ail daughters but to
no sons. When the mother is a dominant
hornozygote, the daughters will have the
normal phenotype but will be carriers of
the mutation.

{b] li a carrier mates with a male of normal
phenotype, there is a 50% chance.that
each daughter wii! be a carrier like her
mother, and a 50% chance that each
son will have the disorder

characters unrelated to sex. A gene located on either sex chro-
mosome is called a sex-linked gene, although in humans
the term has historicaly referred specifically to a gene on the
X chromosome. (Note the distinction between the terms sex-
linked gene, referring to a gene on a sex chromosome, and
linked genes, referring to genes on the same chromosome that
tend to be inherited together.) Sex-linked genes in humans
follow the same pattern of inheritance that Morgan observed
for the eye-color locus in Dwsophila (see Figure Fathers
pass sex-linked aleles to all of their daughters bui to none of
their sons. In contrast, mothers can pass sex-linked aleles to
both sons and daughters (Figure 15.10).

If a sex-linked trait is due to arecessve dlele, afemae
express the phenotype only if she is a hornozygote. Because
males have only one locus, the terms homozygous and
heterozygous lack meaning for describing their sex-linked genes
(the term hemiaousisused in such cases). Am male receiving
the recessive alele from his mother will express the trait. For
this reason, far more males than females have sex-linked reces-
sve disorders. However, even though the chance of
inheriting a double dose of the alele is much less than
the probability of a male inheriting asingle are fe-
males with sex-linked disorders. For instance, color blindness
isamild disorder inherited as a sex-linked trait. A color-blind
daughter may be born to a color-blind father a
carrier (see Figure 15.10c). However, because the sex-linked al-
lele for color blindness is relaively rare, the probability that
such aman woman will mate is low.

A number of human sex-linked disorders are much more se-
rious than color blindness. An example is Duchenne muscular
dystrophy, which afects about one out of every 3,500 males

) [l pay

(c) ff acarrier mates with a male who has
the disorder, there is a 50% chance that-
each child born to them will havp the
disorder, regardless of sex. Daughters
who do not have the disorder will be
carriers, whereas males without the

. . disorder wit! be completely free of the
« recessive aliele.

& Figure 15.10 The transmission of sex-linked recessive traits. In this diagram, the
superscript A represents a dominant allele carried on the X chromosome, and the superscript a
~presents a recessive allele. imagine that this recessive allele is a mutation that causes a sex-linked
disorder, such as color blindness. White boxes indicate unaffected individuals, light-colored boxes
indicate carriers, and dark-colored boxes indicate individuals with the sex-linked disorder.

CHAPTER is The Chromosoma Ksss oi Inheritance 283




bornin the United States. The disease ischaracterized by a pro-
gressive weakening of the muscles and loss ol coordination. Af-
fected individuals rarely live past their early 20s. Researchers
have traced the disorder to the absence of akey muscle protein
called dystrophin and have mapped the gene for this protein to
a specific locus on ihe X chromosome.

Hemophilia is a sex-linked recessive disorder denned by
the absence of one or more of the proteins required for blood
clotting. When a person with hemophilia is injured, bleeding
is prolonged because afirm clot is slow to form. Smdl cutsin
the skin are usualy not a problem, but bleeding in the muscles
orjoints can be painful and can lead to serious damage. Today,
people with hemophiliaare treated as needed with intravenous
injections of the missing protein.

X Inactivation in Female Mammals

Although female mammals, including humans, inherit two
X chromosomes, one X chromosome in each cell becomesal-
most completely inactivated during embryonic develop-
ment. As a result, the cells of femaes and maes have the
same effective dose (one copy) of geneswithloci on the X chro-
mosome. The inactive X in each cdl of a femae condenses
into a compact object caled a Barr body, which lies along
the inside of the nuclear envelope. Most of the genes of the
X chromosome that forms the Barr body are not expressed.
In the ovaries, Barr-body chromosomes are reactivated in
the cells that give rise to ova, so every femae gamete has an
active X.

British geneticist Mary Tyon demonstrated that selection
of which X chromosome will form the Barr body occurs ran-
domly and independently in each embryonic cell present at
thetime of X inactivation. As a consequence, females consist
of amosaic of two types of cells: those with the active X de-
rived from the father and those with the active X derived
from the mother. After an X chromosome is inactivated in a

« Figure 15.11 X inactivation and the
tortoiseshell cat. The tortoiseshell gene is
on the X chromosome, and the tortoiseshell
phenotype requires the presence of two
different alleles, one for orange fur and one
for black fur. Normally, only females can have
both alleles, because only they have two

X chromosomes. If a female is heterozygous
for the tortoiseshell gene, she is tortoiseshell.
Orange patches are formed by populations of
cells in which the X chromosome with the
orange allele is active; black patches have
cells in which the X chromosome with the

Early embryo:

X chromosomes

particular cell, al mitotic descendants of that cell have the
same inactive X. Thus, if a femae is heterozygous for a K-
linked trait, about half her cells will express one alele, while
the others will express the alternate alele. Figure 15.11
shows how this mosaicism results in the mottled coloration
of a tortoiseshell cat. In humans, mosaicism can be observed
in a recessive X-linked mutation that prevents the develop-
ment of sweat glands. A woman who is heterozygous for this
trait has patches of normal skin and patches of skin lacking
swest glands.

Inactivation of an X chromosome involves modification of
the DNA, such as attachment of methyl groups (—CH") io
one ol the nitrogenous bases of DNA nucleotides. (The regu-
latory role of DNA metbylation is discussed further in Chap-
ter 19.) Researchers dso have discovered a gene caled XIST
(for X-inactive specific transcript) that is active only on the
Barr-body chromosome. Multiple copies of the RNA molecu.e
produced from this gene apparently attach to the X chromo-
some on which they are made, eventually amost covering i:.
Interaction of this RNA with the chromosome seems to init -
ae X inactivation. Our understanding of X inactivation is still
rudimentary; however.

Concept Check ]

1. A white-eyed femae Drosophila is mated with ared-
eyed (wild-type) male, the reciproca cross of that
shown in Figure 15.4. What phenotypes and geno-
types do you predict for the offspring?

2. Neither Tim nor Rhoda has Duchenne muscular
dystrophy, but their firstborn son does have it. What
is the probability that a second child of this couple
will have the disease?

For suggested answers, see Appendix A.

Two cell populations
in adult cat:

black allele is active. ("Calico" cats also have 3
white areas, which are determined by yet All
another gene.)

far
black: fur
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Alterations of chromosome
number or structure cause
some genetic disorders

Sex-linked traits are not the only notable deviation from the
inaeritance patterns observed by Mendel, and the gene mu-
taions that generate new dleles are not the only kind of
changes to the genome that can affect phenotype. Physica
ard chemical disturbances, as well as errors during meiosis,
can damage chromosomes in major ways or alter their
number in acell. Large-scale chromosomal alterations often
lead to spontaneous abortion (miscarriage) of a fetus, and
individuals born with these types of genetic defects com-
monly exhibit various developmental disorders. In plants,
such genetic defects may be tolerated to a greater extent
than in animals.

Abnormal Chromosome Number

Idedlly, the meiotic spindle distributes chromosomes to daugh-
ter cellswithout error. But there is an occasional mishap, caled
anondisjunction, in which the members of a pair of homolo-
gous chromosomes do not move apart properly during meiosis
| or sister chromatids fal to separate during meiosis1l. In these
cases, one gamete receives two of the same type of chromosome
and another gamete receives no copy (Figure 15.12). The other
chromosomes are usually distributed normally. If either of the
aberrant gametes unites with anormal one at fertilization, the

offgoring will have an abnorma number of a particular chro-
mosome, a condition known as aneuploidy.

If a chromosome is present in triplicate in the fertilized egg
(so that the cell hasatotd of In 4- 1 chromosomes), the aneu-
ploid cdll issaid to be trisomic for that chromosome. If a chro-
mosomeismissing (so that the cell has In — 1 chromosomes),
the aneuploid cdl is monosomic for that chromosome. Mito-
ss will subsequently transmit the anomaly to al embryonic
cdls. If the organism survives, it usually has a set of symptoms
caused by the abnormal dose of the genes associated with the
extra or missing chromosome. Nondig unction can aso occur
during mitosis. If such an error takes place early in embryonic
development, then the aneuploid condition is passed along by
mitosis to a large number of cells and is likely to have a sub-
stantial effect on the organism.

Some organisms have more than two complete chromo-
some sets. The genera term for this chromosomal alteration
is polyploidy, with the specific terms triploidy (3n) and
tetraploidy (4n) indicating three or four chromosomal sets,
respectively. Oneway atriploid cell may be produced isby the
fertilization of an abnormal diploid egg produced by nondis-
junction of al its chromosomes. An example of an accident
that would result in tetraploidy is the failure of a In zygote
to divide after replicating its chromosomes. Subsequent nor-
mal mitotic divisions would then produce a 4n embryo.

Polyploidy is farly common in the plant kingdom. As we
will seein Chapter 24, the spontaneous origin of polyploid in-
dividuals plays animportant role in the evolution of plants. In
the animal kingdom, polyploid species are much less com-
mon, adthough they are known to occur among the fishes and
amphibians. Researchers in Chile were the firg to identify a

Meiosis |
K * K ®
¥ kY
/ \ “-Nondisjunction
. Meiosts I / \
{2 f € ) € 2
VRV K 7\
T /"V  Nondisjunction »-*e Npet
7/, TN Vool Ganess /830 7/
U BLE G oo
o+ n+ n—1 s b ft | n-1

« Figure 15.12 Meiotic nondisjunction. Number of chromosomes

Gametes with an abnormal chromosome
number can arise by nondisjunction in either
«Tieiosis | or meiosis II.

(a) Nondisjunction of homologous
chromosomes in meiosis |

(b) Nondisjunction of sister
chromatids in meiosis Il
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A Figurel5.13 A tetraploid mammal. The somatic cells of this
burrowing rodent, Tympanoctomys barrerae, have about twice as many
chromosomes as those of closely related species. Interestingly, its sperm's
head is unusually large, presumably a necessity for holding all that
genetic material. Scientists think that this tetraploid species may have
arisen when an ancestor doubled its chromosome number, presumably
by errors in mitosis or meiosis within the animal's reproductive organs.

polyploid mammal, a rodent whose cells are tetraploid (Figure
15.13). Additiona research has found that a closdly related
speciesaso appears to be tetraploid. In general, polyploids are
more nearly normal in appearance than aneuploids. One extra
(or missing) chromosome apparently disrupts genetic balance
more than does an entire extra set of chromosomes.

Alterations of Chromosome Structure

Breskage of a chromosome can lead to four types of changesin
chromosome structure, depicted in Figure 15.14. A deletion
occurs when a chromosomal fragment lacking a centromere is

(a) A deletion removes a chromosomal segment.

(b) & duplication repeats & sedment

lost. The affected chromosome is then missing certain genes.
In some cases, if meiosis is in progress, such a "deleted” frag-
ment may become attached as an extra segment to a siser
chromatid, producing a duplication. Alternatively, a detached
fragment could attach to a nonsister chromatid of a homolo-
gous chromosome. In that case, though, the "duplicated" seg-
ments might not be identical because the homologues coi Id
carry different dleles of certain genes. A chromosomal frag-
ment may aso resattach to the origina chromosome but in tie
reverse orientation, producing an inversion. A fourth possi-
ble result of chromosomal breakage is for the fragment to join
a nonhomologous chromosome, a rearrangement cdled a
translocation.

Deletions and duplications are especidly likely to occur dvr-
ing melosis. In crossing over, nonsister chromatids sometimes
break and rejoin at "incorrect” places, so that one partner gives
up more genes than it receives. The products of such a nonreci-
procal crossover are one chromosome with a deletion and one
chromosome with a duplication.

A diploid embryo that is homozygous for a large deletion
(or has a single X chromosome with a large deletion, in a
male) is usually missing a number of essential genes, a condi-
tion that is ordinarily lethal. Duplications and translocations
aso tend to have harmful effects. In reciprocal translations,
in which segments are exchanged between nonhomologous
chromosomes, and in inversions, the baance of genes is not
abnormal—all genes are present m their normal doses. Never-

A Figure 15.14 Alterations of chromosome structure. Vertical arrows indicate breakage
points. Dark purple highlights the chromosomal parts affected by the rearrangements.
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theless, translocations and inversions can ater phenotype be-
cause a gene's expression can be influenced by its location
among neighboring genes.

Human Disorders Due to Chromosomal
Alterations

Alterations of chromosome number and structure are asso-
ciated with a number of serious human disorders. Nondis-
junction in meiosis results in aneuploid gametes. If an
aneuploid gamete combines with a normal haploid gamete
during fertilization, the result is an aneuploid zygote. Al-
though the frequency of aneuploid zygotes may be quite
high in humans, most of these chromosomal alterations are
so disastrous to development that the embryos are sponta-
neously aborted long before birth. However, some types of
ar.euploidy appear to upset the genetic balance less than
others, with the result that individuals with certain
aneuploid conditions can survive to birth and beyond.
These individuals have a set of symptoms—a syndrome—e
characteristic of the type of aneuploicly Genetic disorders
caused by aneuploidy can be diagnosed before birth by feta
testing (see Figure 14.17).

E own Syndrome (Trisomy 21)

One aneuploid condition,
Down syndrome, afects ap-
proximately one out of every
700 children born in the
United States (Figure 15.15).
Down syndrome is usually
the result of an extra chro-

4 Figure 15.15 Down syndrome. The child exhibits the facial
“eafures characteristic of Down syndrome. The karyotype shows
trisomy 21, the most common cause of this disorder.

mosome 21, so that each body cell has atotal of 47 chromo-
somes. Because the cells are trisomic for chromosome 21,
Down syndrome is often caled trisomy 21. Down syndrome
includes characteristic facid features, short stature, heart de-
fects, susceptibility to respiratory infection, and mental retar-
dation. Furthermore, individuals with Down syndrome are
prone to developing leukemia and Alzheimer's disease. Al-
though people with Down syndrome, on average, have a life
span shorter than normal, some live to middle age or beyond.
Mogt are sexually underdeveloped and sterile.

The frequency of Down syndrome increases with the age of
the mother. While the disorder occursinjust 0.04% of children
born to women under age 30, the risk climbs to 1.25% for
mothersin their early 30s and is even higher for older mothers.
Because of thisrelatively high risk, pregnant women over 35 are
candidates for fetd testing to check for trisomy 21 in the em-
bryo. The correlation of Down syndrome with maternal age has
not yet been explained. Most cases result from nondisjunction
during meiosis |, and some research points to an age-dependent
abnormality in a meiosis checkpoint that normaly delays
anaphase until al the kinetochores are attached to the spindle
(like the M phase checkpoint of the mitotic cell cycle; see Chap-
ter 12). Trisomies of some other chromosomes adso increase in
incidence with maternal age, although infants with these auto-
somal trisomies rarely survive for long.

Aneuploidyof SexChromosomes

Nondigunction ol sex chromosomes produces a variety of
aneuploid conditions. Most of these conditions appear to up-
set genetic balance less than aneuploid conditions involving
autosomes. This may be because the Y chromosome carries
relatively few genes and because extra copies of the X chro-
mosome become inactivated as Bar bodies in somatic cells.

An extra X chromosome in amale, producing XXY, occurs
approximately once in every 2,000 live births. People with
this disorder, caled Klinefelier syndrome, have mae sex
organs, but the testes are abnormally small and the man is
sterile. "Even though the extra X isinactivated, some breast en-
largement and other femae body characteristics are common.
The affected individual is usualy of normal intelligence.
Maes with an extraY chromosome (XYY) do not exhibit any
well-defined syndrome, but they tend to be somewhat taller
than average.

Females with trisomy X (XXX), which occurs once in ap-
proximately 1,000 live births, are healthy and cannot be dis-
tinguished from XX femaes except by karyotype. Monosomy
X, cdled Turner syndrome, occurs about once in every 5,000
births and is the only known viable monosomy in humans.
Although these X0 individuals are phenotypically female, they
are sterile because their sex organs do not mature. \When pro-
vided with estrogen replacement therapy, girls with Turner
syndrome do develop secondary sex characteristics. Most
have normal intelligence.
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* Figure 15.16 Translocation
associated with chronic
myelogenous leukemia (CML).

The cancerous cells in nearly all CML
patients contain an abnormally short
chromosome 22, the so-called Philadelphia
chromosome, and an abnormally

long chromosome 9. These altered
chromosomes result from the translocation
shown here.

==

Normal chromosome 22

Disorders Caused by Structurally
Altered Chromosomes

Many deletions in human chromosomes, even in a heterozy-
gous state, cause severe problems. One such syndrome, known
ascri du chat ("cry of the cat"), results from a specific deletion
in chromosome 5. A child born with this deletion is mentally
retarded, has a small head with unusual facid festures, and has
a cry that sounds like the mewing of a distressed cat. Such in-
dividuals usudly die in infancy or early childhood.

Anocther type ol chromosomal structural alteration associ-
ated with human disordersis transocation, the attachment of
a fragment from one chromosome to another, nonhomolo-
gous chromosome. Chromosomal trandl ocations have been
implicated in certain cancers, including chronic myelogenous
leukemia (CML). Leukemia is a cancer afecting the cells that
give rise to white blood cells, and in the cancerous cells of
CML patients, a reciproca translocation has occurred. In
these cells, the exchange of alarge portion of chromosome 22
with a smal fragment from a tip of chromosome 9 produces a
much shortened, easily recognized chromosome 22, called
the Philadel phia chromosome (Figure 15.16). We will discuss
how such an exchange might cause cancer in Chapter 19.

Concept Check

1. More common than completely poiyploid animals
are mosaic polyploids, animals that are diploid ex-
cept for patches of poiyploid cells. How might a
mosaic telraploid—an animal with some cells con-
taining four sets of chromosomes—arise?

2. About 5% of individuals with Down syndrome have
a chromosomal translocation in which one copy of
chromosome 21 is attached to chromosome 14. How
could this trandlocation in a parent's gonad leed to
Down syndrome in a child?

3. Explain how a mae cat could have the tortoiseshell
phenotype.

For suggested answers, see Appendix A.
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Some inheritance patterns are
exceptions to the standard
chromosome theory

In the previous section, you learned about abnormal devia
tions from the usual patterns of chromosomal inheritance. \We
conclude this chapter by describing two normal exceptions lo
Mendelian genetics, one involving genes located in the nucleus
and other involving genes located outside of the nucleus

Genomic Imprinting

Throughout our discussions of Mendelian genetics and the
chromosomal basis of inheritance, we have assumed that a
specific dlele will have the same effect regardless of whether it
was inherited from the mother or the father. This is probably
a sffe assumption most of the time. For example, when
Mendel crossed purple-flowered pea plants with white-
flowered pea plants, the same results regardiess
of whether the purple-flowered parent supplied the ova or the
pollen. In recent years, however, geneticists have identified
to three dozen traits in mammals that depend on whici
parent passed aong the dleles for those traits. Such variatio.i
in phenotype depending on whether an dléle is inherited
from the male or femae parent is caled genomic imprinting.
that the issue here is not sex linkage; most imprinted
genes are on autosomes.)

Genomic imprinting occurs during the formation of ga
metes and results in the silencing of one dlele of certain genes.
Because these genes are imprinted differently in sperm and
ova, a zygote expresses only one allele of an imprinted gene,
either the dlele inherited from the femde parent or the alkie
inherited from the male parent. The imprints are transmitted
to all the body cells during development, so the same alléele of
a gene—either the maternally inherited alele or the
paternally inherited dlde—is expressed in al cells of that
organism. In each generation, the old imprints are "erased”
in gamete-producing cells, and the chromosomes ol the




developing gametes are newiy imprinted according to the sex
of :heindividual. In agiven species, the imprinted genes are
adways imprinted in the same way. For instance, a gene im-
printed for maternal alele expression is always imprinted for
maternal alele expression, generation after generation.

Consider, for example, the gene for insulin-like growth fac-
tor 2 (19/2), one of the first imprinted genes to be identified.
Although this growth factor is required for normal prenatal
growth, only the paternal dlele is expressed (Figure 15.17a).
Evidence that the 1g/2 gene is imprinted initially came from
crosses between wild-type mice and dwarf mice homozygous
fot a recessive mutation in the 1gj2 gene- The phenotypes of
heterozygous offspring (one normal dlele and one mutant)
differed, depending on whether the mutant alele came from
the mother or the father (Figure 15.17b).

Normal !gf2 allele
(expressed)

chromosome- —— (. —— =

Maternal ,?5___ .

chromosome- (]

Paternal

Normal .Igf2 allele

(not expressed) Wild-type mouse

(normal size)

(a) A wild-type mouse is homozygous for the normal Igf2 allele.

Normal Igf2 allele
(expressed)

Maternal (e —

Mutant/g/2 allele

(not expressed) Normal size mouse

Mutant Igf2 allele
(expressed)

Pard ~ S S o =

Normal Igf2 allele
(not expressed)

Dwarf mouse

(b) When a normal Igf2 allele is inherited from the father, heterozygous
mice grow to normal size. But when a mutant allele is inherited
from the father, heterozygous mice have the dwarf phenotype.

L Figure 15.17 Genomic imprinting of the mouse igf2
tene. (a) In mice, the paternal igf2 allele is expressed and the
maternal allele is not. (b) Matings between wild-type mice and those
homozygous for the recessive mutant Igf2 allele produce heterozygous
offspring that can be either normal size or dwarf, depending on which
parent passes on the mutant allele.

What exactly is a genomic imprint? In many cases, it
seems to consist of methyl (—CH3) groups that are added to
cytosine nucleotides of one of the aleles. Such methylation
may directly silence the alele, an effect consistent with evi-
dence that heavily methylated genes are usualy inactive (see
Chapter 19). However, for afew genes, methylation has been
shown to activate expression of the alele. Thisis the case for
the Jgj2 gene: Methylation of a certain DMA sequence on the
paternal chromosome leads to expression of the paternal
1g/2 dlele.

Genomic imprinting is thought to afect only a small frac-
tion of the genes in mammalian genomes, but most of the
known imprinted genes are critical for embryonic develop-
ment. In experiments with mice, for example, embryos engi-
neered to inherit both copies of certain chromosomes from
the same parent inevitably die before birth, whether that par-
ent is male or female. Normal development apparently re-
quires that embryonic cells have exactly one active copy—not
zero, not two—af certain genes. The association of aberrant
imprinting with abnormal development and certain cancers is
stimulating numerous studies on how different genes are im-
printed.

Inheritance of Organelle Genes

Although our focus in this chapter has been on the chromo-
somal basis of inheritance, we end with an important amend-
ment: Not al of aeukaryotic cel's genes are located on nuclear
chromosomes, or even in the nucleus. Some genes are located
in organelles in the cytoplasm; these genes are sometimes
caled extranuchargenes. Mitochondria, aswel as chloroplasts
and other plant plastids, contain small circular DNA mol-
ecules that carry genes coding for proteins and RNA. These
organelles reproduce themselves and transmit their genes to
daughter organelles. Because organelle genes are not distrib-
uted to offspring according to the same rules that direct the
distribution of nuclear chromosomes during meiosis, they do
not display Mendelian inheritance.

The first hint that extranuclear genes exist came from stud-
ies by Karl Correns on the inheritance of yellow or white
patches on the leaves of an otherwise green plant. In 1909, he
observed that the coloration of the offgoring was determined
only by the maternal parent (the source of seeds that germinate
to giverise to the offspring) and not by the paternal parent (the
pollen source). Subsequent research showed that such col-
oration patterns, or variegation, are due to mutationsin plastid
genes that control pigmentation. In most plants, a zygote re-
ceives dl its plastids from the cytoplasm of the egg and none
from pollen, which contributes little more than a haploid set of
chromosomes. As the zygote develops, plastids containing
wild-type or mutant pigment genes are distributed randomly
to daughter cells. The pattern of lesf coloration exhibited by a
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« Figure 15.18 Variegated
leaves from Croton
dioicus. Variegated (striped or
spotted) leaves result from
mutations in pigment genes
located in plastids, which
generally are inherited from the
maternal parent.

plant depends on the ratio of wild-type to mutant plastids in
its various tissues (Figure 15.18).

Similar maternal inheritance is aso the rule for mitochon-
drial genesin most animals and plants, because amost dl the
mitochondria passed on to a zygote come from the cytoplasm
of the egg. The products of most mitochondrial genes help
make up the protein complexes of the electron transport
chain and ATP synthase (see Chapter 9). Defects in one or
more of these proteins, therefore, reduce the amount of ATP
the cdll can make and have been shown to cause a number of
rare human disorders. Because the parts of the body most
susceptible to energy deprivation are the nervous system and
the muscles, most mitochondrial diseases primarily affect
these systems. For example, a person with the disease called
mitochondrial myopathy suffersweakness, intolerance of exer-
cise, and muscle deterioration.

In addition to the rare diseases clearly caused by defects
in mitochondrial DNA, mitochondrial mutations inherited

Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, Investigations, and other interactive study aids.

SUMMARY OF KEY CONCEP

Mendelian inheritance has its physical basisin the
behavior of chromosomes

In the early 1900s, several researchers proposed that genes are
located on chromosomes and that the behavior of chromosomes
during meiosis accounts for Mendel's laws of segregation and in-
dependent assortment (pp. 274-275).

Morgan's Experimental Evidence: Scientific Inquiry
(pp. 276-277) Morgan's discovery that transmission of the
X chromosome in Drosophila correlates with inheritance of
the eye-color trait was the first solid evidence indicating that
a specific gene is associated with a specific chromosome.
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from a person’s mother may contribute to at least some cases
of diabetes and heart disease, as well as to other disorders
that commonly debilitate the elderly, such as Alzheimer's
disease, hi the course of alifetime, new mutations gradually
accumulate in our mitochondrial DNA, and some le-
searchers think that these mutations play a role tn the nor-
mal aging process.

Wherever genes are located in the cell—in the nucleus DY
in cytoplasmic organelles—their inheritance depends on
ihe precise replication of DNA, the genetic material, in the
next chapter, you will learn how this molecular reproduc-
tion occurs.

Concept Check

1. Gene dosage, the number of active copies of a gene,
is important to proper development. Identify and
describe two processes that help establish the proper
dosage of certain genes.

2. Reciprocal crosses between two primrose varieties,
A and B, produced the following results; A femae X
B male—> offspring with all green (nonvariegated)
leaves. B femde X A male—» offspring with spotted
(variegated) leaves. "Explan these results.

. Mitochondria genes are critical to the energy metab-
olism of cells, but mitochondrial disorders caused
by mutations in these genes are generally not lethal.
Why not?

w

For suggested answers, see Appendix A.

T L |
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Linked genes tend to be inherited together because the/
are located near each other on the same chromosome

* How Linkage Affects Inheritance: Scientific Inquiry
(pp. 277-278) Each chromosome has hundreds or thousands
of genes. Genes on the same chromosome whose aleles are so
close together that they do not assort independently are said
to be linked. The alleles of unlinked genes are either on sepa-
rate chromosomes or so tar apart on the same chromosome
that they assort independently.

* Genetic Recombination and Linkage (pp. 278-280)
Recombinant offspring exhibit new combinations of traits in-
herited from two parents. Because of the independent assort-
ment of chromosomes and random fertilization, unlinked
genes exhibit a 50% frequency of recombination. Even with
crossing over between nonsister chromatids during the first
meiotic division, linked genes exhibit recombination frequen-
cies less than 50%.




Linkage Mapping Using Recombination Data: Scientific

Inquiry (pp. 279-281) Geneticists can deduce the order of

genes on a chromosome and relative distances between them

from recombination frequencies observed in genetic crosses. In

general, the farther apart genes a chromosome, the more
separated during crossing over.

Sex-linked genes exhibit unique patterns
of inheritarice

* The Chromosomal Basis of Sex (pp. 282-283)

phenotypic character usually
determined certain chromosomes.
Humans and other mammals have an X-Y systemin
normally is determined by tfie presence or absence of a'Y chro-
mosome. systems of sex determination are found in
birds, insects.

« Inheritance of Sex-Linked Genes (pp. 283-284) The sex

chromosomes carry certain genes for traits that are unrelated to
maleness or femaleness. For instance, recessive aleles causing
Duchenne muscular
are carried on the X chromosome. Fathers transmit such sex-
but Any male who in-
herits a single sex-linked recessive alele from his mother will

Can Fruit Flies Reveal About
Inheritance?

X Inactivation in Female Mammals (p. 284) In mam
malian females, one of the two X chromosomes in each cdll is
randomly inactivated during early embryonic development. If a
female for a particular gene located on the

X chromosome, she will be mosaic that character, with about
half her cells expressing the maternal alele and about half ex-
pressing the paternal alele.

froocea 159 |
/iterations of chromosome number or structure cause
some genetic disorders

1* Abnorma Chromasome Number (pp. 285-286)

can arise when a normal gamete with one con-
taining two copies or no copies particular chromosome as a
result of nondisjunction during meiosis. The the resulting

either one extra copy of that chromosome (trisomy)
or are missing a copy (monosomy). Polyploidy inwhich there are
more than two complete sets of chromosomes, can result from
complete nondisj unction during gamete formation.

I* Alterations of Chromosome Structure (pp. 286-287)
in

can
A lost fragment leaves one chromosome with a deletion; the
fragment reattach to the same chromosomein a
orientation, producing an inversion. Or the fragment may
attach to a chromosome, producing a duplication,
or to a nonhomologous chromosome, producing a translocation.

le Human Disorders Due to Chromosomal Alterations

(pp. 287-288) Changes in the number of chromosomes per cell
or in the structure of individual chromosomes can &fect pheno-
type. Such cause Down syndrome (usually due to
trisomy of chromosome 21), certain cancers associated with
chromosomal translations, and various other human disorders.

Some inheritance patterns are exceptions to the
standard chromosome theory

Genomic Imprinting (pp. 288-289) In mammals, the
phenotypic effects of certain genes depend on which dlee is
inherited from the mother and which is inherited from the father.
Imprints are formed during gamete production, with the result
that one alele (either maternal or paternal) is not expressed in
offspring. Most imprinted genes now known play arole in
embryonic development.

Inheritance of Organelle Genes (pp. 289-290) The inheri
tance of traits controlled by the genes present in mitochondria
and chloroplasts depends solely on the maternal parent because
the zygote's cytoplasm comes from the egg. Some diseases affect-
ing the nervous and muscular systems are caused by defects in
mitochondrial genes that prevent cells from making enough ATP.

TESTING YOUR KNOWLE

Genetics Problems
1. A man with hemophilia (a recessive, sex-linked condition) has
a daughter of normal phenotype. She marries aman who is
normal for the trait. What is the probability that a daughter of
this mating will be a hemophiliac? That a son will be a hemo-
philiac? If the couple has four sons, what is the probability that
al four will be born with hemophilia?

N

Pseudohypertrophic muscular dystrophy is an inherited disor-
der that causes gradual deterioration of the muscles. Itis seen
amost exclusively in boys born to apparently normal parents
and usually resultsin deathin the early teens. Is this disorder
caused by a dominant or a recessive dlee? Is its inheritance
sex-linked or autosomal? How do you know? Explain why this
disorder is almost never seen in girls.

3. Red-green color blindness is caused by a sex-linked recessive
allele. A color-blind man marries a woman with normal vision
whose father w'as color-blind. What is the probability that they
will have a coLor-blind daughter? What is the probability that
their first son will be color-blind? (Note: The two questions are
worded a bit differently)

b

A wild-type fruit fly (heterozygous for gray body color and nor-
mal wings) is mated with a black fly with vestigial wings. The
offspring have the following phenotypic distribution: wild type,
778; black-vestigial, 785; black-normal, 158; gray-vestigial,
162. What is the recombination frequency between these genes
for body color and wing size?

o

In another cross, awild-type fruit fly (heterozygous for gray
body color and red eyes) is mated with a black fruit fly with
purple eyes. The offspring are as follows: wild type. 721; black-
purple, 751; gray-purple, 49; black-red, 45. What is the
recombination frequency between these genes for body color
and eye color? Using information from problem 4, what fruit
flies (genotypes and phenotypes) would you mate to determine
the sequence of the body-color, wing-size, and eye-color genes
on the chromosome?
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6. What pattern of inheritance would lead a geneticist to suspect
that an inherited disorder of cell metabolism is due to a defec-
tive mitochondrial gene?

7. Women born with an extra X chromosome (XXX) are healthy
and phenotypically indistinguishable from normal XX women.
What is a likely explanation for this finding? How could you
test this explanation?

8. Determine the sequence of genes along a chromosome based
on the following recombination frequencies: A—B, 8 map units;
A-C, 28 map units; A-D. 25 map units; B-C, 20 map units;
B-D, 33 map units.

9. Assume that genesA and B are linked and are 50 map units
apart. An animal heterozygous at both loci is crossed with one
that is homozygous recessive at both loci. What percentage of
the offspring will show phenotypes resulting from crossovers?
If you did not know that genes A and B were linked, how
would you interpret the results of this cross?

10. A space probe discovers a planet inhabited by creatures who
reproduce with the same hereditary patterns seen in humans.
Three phenotypic characters are height (T = tall, t = dwarf),
head appendages (A — antennae, a = no antennae), and nose
morphology (5 = upturned snout, s = downturned snout).
Since the creatures are not "intelligent/* Earth scientists are able
to do some controlled breeding experiments, using various het-
erozygotes in testcrosses. For tall heterozygotes with, antennae,
the offspring are: tall-antennae, 46; dwarf-antennae, 7; dwarf-
no antennae, 42; tall-no antennae, 5. For heterozygoteswith
antennae and an upturned snout, the offspring are: antennae-
upturned snout, 47; antennae-downturned snout. 2; no
antennae-downturned snout, 48; no antennae-upturned snout,
3. Calculate the recombination frequencies for both experiments.

11. Using the information from problem 10, a further testcross is
done using a heterozygote for height and nose morphology. The
offspring are: tall-upturned snout, 40; dwarf-upturned snout, 9;
dwarf-downtumed snout, 42; tall-downturned snout, 9. Calcu-
late the recombination frequency from these data; then use your
answer from problem 10 to determine the correct sequence of
the three linked genes.

12. The ABO blood type locus has been mapped on chromosome
9. A father who has blood type AB and a mother who has
blood type O have a child with trisomy 9 and blood type A.
Using this information, can you tell in w'hich parent the
nondisjunction occurred? Explain your answer.

1

w

Two genes of a fkvwer, one controlling blue (B) versus white (b)
petals and the other controlling round (R) versus ova (r)
stamens, are linked and are 10 map units apart. You cross a
homozygous blue-oval plant with a homozygous white-round
plant. The resulting F; progeny are crossed with homozygous
white-oval plants, and 1,000 progeny are obtained. How many
plants of each of the four phenotypes do you expect?
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14. You design Drosophila crosses to provide recombination data
for gene a, which is located on the same chromosome shown
in Figure 15.8. Gene a has recombination frequencies of 14%

with the vestigia-wing locus and 26% with the brown-eye
locus. Where is a located on the chromosome?

For Genetics Problems answers, see Appendix A.

Go to the website or CD-ROM for more quiz questions.

Evolution Connection

You have seen that crossing over, or recombination, is thought to
be evolutionarily advantageous because this process continually
shuffles genetic alleles into novel combinations. Some organisms,
however, have apparently lost the recombination mechanism, while
in others, certain chromosomes do not recombine. What factors do
you think may favor reduced levels of recombination?

Scientific Inquiry
Consider Figure 15.5, in which the F+ dihybrid females resulted
from a cross between parental (P) flies with genotypes b* b* vg*
vg" and b b vg vg. Now, imagine you make F females by crossing
two different P generation flies b" b* vgvg X bbvg™ vg".
a  What will be the genotype of your FT females? Is this the same
as that for the Fj femalesin Figure 15.5?
b. Draw the chromosomes for the F|. females, indicating the posi-
tion of each alkie, Are these the same as for the F, femaes in

Figure 15.5?
c.  Knowing that the distance between these two genes is 17 map
units, predict the phenotypic ratios you will get from a cross.

Will they be the same asin Figure 15.5?

d.  Draw the chromosomes of the P, F*, and F, generations (as is
done m Figure 15.6 lor the cross in Figure 15.5), showing
how this arrangement of aleles in the P generation leads, via
F1 gametes, to the phenotypic ratios seen in the F; flies.

Investigation What Can Fruit Flies Reveal About Inheritance?

Biology

Science, Technology, and Society

About one in every 1,500 boys and one in every 2,500 girls are born
with a fragile X chromosome, the tip of which hangs on to the rest
of the chromosome by a thin thread of DNA. This abnormality
causes mental retardation. Opinions differ about whether children
with learning disorders should be tested by karyotyping for the
presence of a fragile X chromosome. Some argue that it's aways bet-
ter to know the cause of the problem so that education speciaized
for that disorder can be prescribed. Others counter that attaching a
specific biological cause to a learning disability stigmatizes a child
and limits his or her opportunities. What is your evaluation of these
arguments?




He Molecular
Basis of
Inheritance

Key Concepts

DNA is the genetic material

Many proteins work together in DNA
replication and repair

Overview |
lifefe Operating Instructions

“§* nApril 1953, James Watson and Francis Crick shook the
g scientific world with an elegant double-helical model for

- the structure of deoxyribonucleic acid, or DNA. Figure
16.1 shows Watson and Crick admiring their DNA model,
which they built from tin and wire. Over the past 50 years,
their model has evolved from a novel proposition to anicon of
modern biology. DNA, the substance of inheritance, is the
most celebrated molecule of our time. Mendd's heritable fac-
tors and Morgans genes on chromosomes are, in fact, com-
posed of DNA. Chemically speaking, your genetic endowment
is the DNA contained in the 46 chromosomes you inherited
from your parents.

Of dl nature's molecules, nucleic acids are unique in their
ability to direct their own replication from monomers. In-
deed, the resemblance of offspring to their parents has its ba-
gs in the precise replication of DNA and its transmission
trom one generation to the next. Hereditary information is
encoded in the chemical language of DNA and reproduced in
ill the cells of your body. It is this DNA program that directs
the development of your biochemical, anatomical, physiolog-
ica, and, to some extent, behavioral traits. In this chapter,
you will learn how biologists deduced that DNA is the
genetic material, how Watson and Crick discovered its struc-
ture, and how cells replicate and repair their DNA—the
molecular basis of inheritance.

W sy
A Figure 16.1 Watson and Crick with their DNA model.

DNA isthe genetic material

Today even schoolchildren have heard of DNA, and scientists
routinely manipulate DNA in the laboratory and use it to
change the heritable characteristics of cells. Early in the 20th
century, however, the identification of the molecules of inher-
itance loomed as a mgor challenge to biologists.

The Search for the Genetic Material:
Scientific Inquiry

Once T. H. Morgans group showed that genes are located on
chromosomes (described in Chapter 15), the two chemical
components of chromosomes—DNA and protein—became
the candidates for the genetic material. Until the 1940s, the
case for proteins seemed stronger, especially since bio-
chemists had identified them as a class of macromolecules
with great heterogeneity and specificity of function, essential
requirements for the hereditary material. Moreover, little
was known about nucleic acids, whose physical and chemi-
ca properties seemed far too uniform to account for the
multitude of specific inherited traits exhibited by every or-
ganism. This view gradualy changed as experiments with
microorganisms yielded unexpected results. As with the
work of Mendel and Morgan, a key factor in determining
the identity of the genetic material was the choice of appro-
priate experimental organisms. The role of DNA in heredity
was first worked out by studying bacteria and the viruses
that infect them, which are far simpler than pea plants, fruit
flies, or humans. In this section, we will trace the search for
the genetic material in some detail as a case study in scien-
tific inquiry.

293




Evidence That DNA
Can Transform Bacteria

Figure 16.2
iquiry Can the genetic trait of pathogenicity be transferred

between bacteria?

role of DNA back to 1928. Frederick Grif-
fith, studying

EXPERIMENT

causes pneumonia in mammals. Griffith

Bacteria of the "S" (smooth) strain of Streptococcus pneumoniae are
pathogenic because they have a capsule that protects them from an animal's defense system.

injected mice with the two strains as shown below:

Streptococcus pnewnoniae, a bacterium that ‘ Bacteria of the "R" (rough) strain lack a capsule and are nonpathogenic. Frederick Griffith ‘

had two strains (varieties) of the bacterium,
pathogenic (disease-causing) one and a |
nonpathogenic (harmless) strain. He was
surprised to find that when he killed the
pathogenic bacteria with heat and then |
mixed the cell remains with living bacteria
of the nonpathogenic strain, some of the |
pathogenic (Figure
16.2). Furthermore, this new trait of path-
ogenicity was inherited by dl

ol RESULTS |

pathogenic cells caused this heritable

change, athough the sub- Mouse dies
stance the -
phenomenon transformation, now de- %

fined as a change in genotype and pheno-
assimilation of external

DNA by acdl. (This word trans-

formation should not be confused with the |

conversion of a norma animal cel to a

cancerous one, discussed in Chapter 12.)

Griffiths work set the stage for a
14-year search for the identity of the trans- |_ | il
forming substance by American bacteriol-
ogist Oswald Avay. types of molecules
from the' heat-killed pathogenic bacteria, then tried to trans-
form live nonpathogenic bacteria with each type. Only

in 1944, Avery and his colleagues Maclyn
McCarty and Colin MacLeod announced that the transforming
agent was DNA. Thelr discovery was greeted with interest
considerable skepticism, in part because of the lingering belief
that proteins were better candidates for the genetic material.
Moreover, many biologists that
of bacteria would be similar in composition and function to
those of more complex organisms. But the mgor reason for the
continued doubt was that so little was known about DNA.

Evidence That Viral DNA Can Program Cells

Additiona evidence for DNA as the genetic materid came
from studies of a virus that infects bacteria. Viruses are much
simpler than cells. A virus is little more than DNA (or some-
times RNA) a protective coat, which is often sim-
ply protein. To reproduce, a virus must infect a cdl and teke
ovtr the cell's metabolic machinery.
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Griffith concluded that the living R bacteria had been transformed into |
pathogenic S bacteria by an unknown, heritable substance from the dead S celts.

Mouse dies

N

Mouse healthy Mouse healthy

Viruses that infect bacteria are widely used as tools by
researchers in molecular genetics. These viruses are cdleC
bacteriophages (meaning "bacteria-eaters'), or just phages
(Figure 16.3). In 1952, Alfred Hershey and Martha Chase per-
formed experiments showing that DNA is the genetic materia
of aphage known as T2. Thisis one of many phages that infect
Esch.trich.iacoll (E. coli), abacterium that normally livesinthe
intestines of mammals. At that time, biologists aready knew
that T2, like many other viruses, was composed amost entirel;
of DNA and protein. They aso knew that the T2 phage could
quickly turn an E. coli cdll into a T2-producing factory that re-
leased many copies when the cell ruptured. Somehow, T2
could reprogram its host cell to produce viruses. But which vi-
ral component—protein or DNA—was responsible?

Hershey and Chase answered this question by devising an
experiment showing that only one of the two components oi
T2 actudly entersthe E. coli cell duringinfection (Figure 16.4).
In preparation for their experiment, they used different ra-
dioactive isotopes to tag phage DNA and protein. First, they
grew T2 with E. coli in the presence of radioactive sulfur.




Because protein, but not DNA, contains sulfur, the radioactive
atoms were incorporated only into the protein of the phage.
Next, in a similar way, the DNA of a separate batch of T2 was
labeled with atoms of radioactive phosphorus; because nearly
al the phages phosphorus is in its DNA, this procedure left
the phage protein unlabeled. In the experiment, the protein-
labeled and DNA-labeled batches of T2 were each allowed to
infect separate samples of nonradioactive E. coli cells. Shortly
after the onset of infection, the cultures were whirled in a
blender to shake loose any parts of the phages that remained
outside the bacterial cells. The mixtures were then spun in a
centrifuge, forcing the bacteria cells to form a pellet at the
bottom of the centrifuge tubes, but allowing free phages and
parts of phages, which are lighter, to remain suspended in the

A Figure 16.3 Viruses infecting a bacterial cell. T2 and liquid, or supernatant. The scientists then measured the radio-
related phages attach to the host and inject their genetic material activity in the pellet and in the supernatant.
(colorized TEM).

igure 16.4

Is DNA or protein the genetic material of phage T2?

s In their famous 1952 experiment, Alfred Hershey and Martha Chase used radioactive sulfur and phosphorus to trace the
fales of the protem and DNA, respectively, of T2 phages that infected bacterial cells.

| £} Mixed radioactively £) Agitated i a'blender to EX Centnﬁ@ed the mixture 0 Measured the |
labeled phages with separate phages outside so that baBteria f8rmed radioadtivity in
| bacteria. The phages the bacteria from the a pellet at the bottom of the pelletand
infected the bacterial ceils. bacteria! cells. the test tube. the liquid.
| 4 _ Radi it
J adioactive protemn shall | Radioactivity
Phageﬁl_ f / protein (phage protein)
; b , in liquid
Bacterial celt— s t{‘ o
| Batch 1: Phages were #— 0N ]
grown with radioactive !
sulfur (*); which was Phage i
! incorporated into phage DNA ,'I
protein (pink). A e | O AR
| i Centrifuge |
e X
-Radioact Pellet (bacterial
]‘ $ DNA i ceils and contents)
. |
|
Dbl A
Batch 2 Phages were |
grown® with radloacuve
phosphorusi*?P), which |
was incorporated into s 3 oA 5 s
phage DNA (blue). u - Centrifuge |
y - 1 Radioactivity
-
- Li}\?rzlie‘. (phage DNA)
inpeltet "o:'.- I
Phage protems remained ou15|de the bacterial cells during infection, while phage DNA entered the cells. When cultured,

I bactenal cells with radioactive phage DNA released new phages with some radioactive phosphorus.

ﬁ‘ﬂ!ﬁ“""" Hershey and Chase concluded that DNA, not protein, funcuons as the T2 phage's genetic material. £

CHAPTER 16 The Molecular BasisofInheriian.ee 295




Hershey and Chase found that when the bacteria had been
infected with the T2 phage containing radioactively labeled
proteins, most of the radioactivity was found in the super-
natant, which contained phage particles (but not bacteria). This
result suggested that the phage did not enter
host cdlls. But when the bacteria had been infected with the T2
phage containing radioactively labeled DNA, most ol the ra
dioactivity was found in the pellet, which contained the
bacteria. This result suggested that the phage DNA entered the
host cells. Moreover, when these bacteria were returned
culture medium, the infection ran its course, and the E. coli re-
leased phages that contained some radioactive

Hershey and Chase concluded that the DNA of the is
injected into the host cell during infection, leaving the protein
outside. The DNA provides genetic information that
makes the cells produce new virad DNA and proteins, which
assemble new viruses. Thus, Hershey-Chase experi-
ment provided powerful evidence nucleic acids, rather
than proteins, are the hereditary material, for viruses.

Additional Evidence That DNA Is the Genetic Material

Further evidence that DNA is the genetic material came from
the laboratory of biochemist Erwin Chargeff. It was already
known that DNA is a polymer of nucieotides, each consisting of
three components. a nitrogenous (nitrogen-containing) base, a
pentose sugar called deoxyribose, and a phosphate group
(Figure 16.5)- The base can be adenine (A), thymine (T), gua
nine (G), or cytosine (C). Chargeff anayzed the base composi-
tion of DNA from anumber of different organisms. In 1947, he
reported that DNA composition varies from one species to an-
other. For example, human nucieotides havethe
base A, whereas from the bacterium E. coli hasonly 26.0%
A. This evidence of molecular diversity among species, which
had been presumed absent DNA, made DNA amore cred-
ible candidate for the genetic materid.

Chargeff dso found a peculiar regularity in the ratios of nu-
cleotide bases within a single species. In the of each
species he studied, the number of adenines approximately
equaed the number of and the number of guanines
approximately equaled the number of cytosines. In human
DNA, for example, the four bases are present in these percent-
ages A = 30.3% and T = 30.3%; G = 19.5% and C = 19.9%.
The equivalences for any given species between the number of

and T bases and the number of G and C bases became
known as Chargajfs basis for these rules remained
unexplained until the discovery of the double helix.

Additional circumstantial evidence was consistent with
DNA being the genetic material in eukaryotes. Prior to mito-
sis, a eukaryotic cdl exactly doubles its content, and
during mitosis, DNA s distributed equally to the two
daughter cells. Also, in a given species, a diploid set of chro-
mosomes has twice as much DNA as the haploid set.
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Building a Structural Model of DNA:
Scientific Inquiry

Once most biologists were convinced that DNA was the genetic
materia, the challenge was to determine how the structure of
DNA could account for its role in inheritance. By the early
1950s, the arrangement of covalent bonds in a nucleic acid
polymer was well established (see Figure 16.5), and researchers
focused on discovering the three-dimensional structure of DNA-
Among the scientists working on the problem were Linus Paui-
ing, in Cdifornia, and Maurice Wilkins and Rosdind Franklin,
in London. First to come up with the correct answer, however,
were two scientists who were relatively unknown at the time—
the American James Watson and the Englishman Francis Crick.

Sugar-phosphate Nitrogenous
backbone bases

5'end

et H »
- r‘ 9
o y il -
—
Phosphate H W . {__.. ¢ DNA nucleotide
A :J.a:/

CH I
Sugar (deoxyribose) S
s

e Guanine (G)

A Figure 16.5 The structure of a DNA strand. Each nucleotide
(monomer) consists of a nitrogenous base (T, A, C, or G), the sugar
deoxyribose (blue), and a phosphate group (yellow). The phosphate of
one nucleotide is attached to the sugar of the next, resulting in a
"backbone" of alternating phosphates and sugars from which the
bases project. The polynucleottde strand has directionality, from the 5'
end {with the phosphate group) to the 3' end (with the —OH group).
5' and 3' refer to the numbers assigned to the carbons in the sugar ring.




The brief but celebrated partnership thai solved the puzzle
of DNA structure began soon after Watson journeyed to Cam-
bridge University, where Crick was studying protein structure
with a technique caled X-ray crystalography (see Figure 5.24).
While visiting the laboratory of Maurice Wilkins a Kings Col-
lege in London, Watson saw an X-ray diffraction image of DNA

(@) Rosalind Franklin

(b) Franklin's X-ray diffraction
photograph of DNA

A Figure 16.6 Rosalind Franklin and her X-ray diffraction
photo of DNA. Franklin, an X-ray crystallographer, made the photo
that Watson and Crick used in deducing the double-helical structure
oi DNA. Franklin died of cancer in 1958, when she was only 38. Her
colleague Maurice Wilkins received the Nobel Prize in 1962 along with
Watson and Crick.

(@) Key features of DNA structure

A Figure 16.7 The double helix, (a) The
"ribbons" in this diagram represent the sugar-
phosphate backbones of the two DNA strands.
The helix is "right-handed," curving up to the

right. The two strands are held together by

Hydrogen bond

(b) Partial chemical structure

hydrogen bonds (dotted lines) between the
nitrogenous bases, which are paired in the interior  opposite directions, (c) The tight stacking of the
of the double helix, (b) For clarity, the two DNA
strands are shown untwisted in this partial
chemical structure. Notice that the strands are

produced by Wilkins' colleague. Rosdind Franklin (Figure
16.6a). Images produced by X-ray crystallography are not ac-
tually pictures of molecules. The spots and smudgesin Figure
16.6b were produced by X-rays that were diffracted (deflected)
as they passed through aligned fibers of purified DNA. Crysta-
lographers use mathematical equations to trandate such pat-
terns into information about the three-dimensional shapes of
molecules, and Watson was familiar with the types of patterns
that helical molecules produce, just a glance at Franklin's X-ray
diffraction photo of DNA not only told him that DNA was
helical in shape, but aso enabled him to deduce the width of
the helix and the spacing of the nitrogenous bases alongit. The
width of the helix suggested that it was made up of two
strands, contrary to athree-stranded model that Linus Pauling
had recently proposed. The presence of two strands accounts
for the now-familiar term double helix (Figure 16.7).

Watson and Crick began building models of a double helix
that would conform to the X-ray measurements and what was
then known about the chemistry of DNA. Having read an an-
nual report summarizing Franklin's work, they knew she had
concluded that the sugar-phosphate backbones were on the
outside of the double helix. This arrangement was appealing
because it put the relatively hydrophobic nitrogenous bases in
the molecules interior and thus away from the surrounding
aqueous solution. Watson constructed a model with the
nitrogenous bases facing the interior of the double helix (see

(c) Space-filling model
antiparallel, meaning that they are oriented in
base pairs is clear in this computer model. Van der
Waals attractions between the stacked pairs play

a major role in holding the molecule together.
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Figure 16.7). You can imagine this arrangement as a rope
ladder with rigid rungs. The side ropes are the equivalent of
the sugar-phosphate backbones, and the rungs represent
pairs of nitrogenous bases. Now imagine the ladder twisted
into a spiral. Franklin's X-ray data indicated that the helix
makes one full turn every 3.4 nm aong its length. With the
bases stacked just 0.34 nm apart, there are ten layers of base
pairs, or rungs oi the ladder, in each turn of the helix.

The nitrogenous bases of the double helix are paired in spe-
dfic combinations: adenine (A) with thymine (T), and gua-
nine (G) with cytosine (C). It was mainly by tria and error
that Watson and Crick arrived a this key feature of DNA. At
first, Watson imagined that the bases paired like with like—
for example, A with A and C with C. But thismodel did not fit
the X-ray data, which suggested that the double helix had a
uniform diameter. Why is this requirement inconsistent with
like-with-like pairing of bases? Adenine and guanine are
purines, nitrogenous bases with two organic rings- In con-
trast, cytosine and thymine belong to the family of nitroge-
nous bases known as pyrimidines, which have a single ring.
Thus, purines (A and C) are about twice as wide as pyrim-
idines (C and T). A purine-purine pair is too wide and a
pyrimidine-pyrimidine pair too narrow to account for the
2-nm diameter of the double helix. Always pairing a purine
with a pyrimidine, however, resultsin a suniform diameter:

=y e
{: 1 r lw';? Purine + purine: too wide
Ny O
— )

Pyrimidine + pyrimidine: too narrow
- o

L
!
——

Purine + pyrimidine: width
consistent with X-ray data

Watson and Crick reasoned that there must be additional
specificity of pairing dictated by the structure of the bases.
Each base has chemica side groups that can form hydrogen
bonds with its appropriate partner: Adenine can form two hy-
drogen bonds with thymine and only thymine; guanine forms
three hydrogen bonds with cytosine and only cytosine. In
shorthand, A pairswith T, and G pairs with C (Figure 16.8).

The Watson-Crick model explained the basis for Chargaffs
rules. Wherever one strand of a DNA molecule has an A, the
partner strand hasa T. And a G in one strand is aways paired
with aC in the complementary strand. Therefore, in the DNA
of any organism, the amount of adenine equals the amount of
thyrnine, and the amount of guanine equals the amount of cy-
tosine. Although the base-pairing rules dictate the combina
tions of nitrogenous bases that form the "rungs" of the double
helix, they do not restrict the sequence of nucleotides along
each DNA strand. The linear sequence of the four bases can be
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Guanine (G)

Cytosine (C)

A Figure 16.8 Base pairing in DNA. The pairs of nitrogenous
bases in a DNA double helix are held together by hydrogen bonds, as
shown here.

varied in countless ways, and each gene has a unique order, or
base sequence.

In April 1953, Watson and Crick surprised the scientific
world with a succinct, one-page paper in the British journal
Nature.* The paper reported their molecular model for DNA:
the double helix, which has since become the symbol of me-
lecular biology. The beauty of the model was that the structure
of DNA suggested the basic mechanism of its replication.

1. How did bacteria transformation occur in Griffiths
famous experiment (Figure 16.2)?

2. In Hershey and Chases experiment with the bacterial
virus T2, what result would you expect if protein
were the genetic material?

3. A fly has the following percentages of nucleotides in
itsDNA: 27.3%A, 27.6% T, 22.5% G, and 22.5%C.
How do these numbers demonstrate Chargaffs
rules?

4. How did Watson and Cricks model explain the basis
for Clvjy.a'f? rules?

For suggested answers, see Appendix A.

*J D. Watson and F H. C. Crick, "Molecular Structure of Nucleic Acids: A
Slructure for Deoxynucleic Acids " Nature 171 (1953): 738.




‘ oncept

Many proteins work together in
DNA replication and repair

The relationship between structure and function is manifest in
the double helix. The idea that there is specific pairing of ni-
trogenous bases in DNA was the flash of inspiration that led
Watson and Crick to the correct double helix. At the same
tine, they saw the functional significance of the base-pairing
rules. They ended their classic paper with this wry statement:
"It has not escaped our notice that the specific pairing we have
postulated immediately suggests a possible copying mecha-
nism for the genetic material.” In this section, you will learn
about the basic principle of DNA replication, as well as some
important details of the process.

The Basic Principle: Base Pairing to a
Template Strand

Ir a second paper, Watson and Crick stated their hypothesis
for how DNA replicates:

Now our model for deoxyribonucleic acid is, in effect, a pair of
templates, each of which is complementary to the other. We imag-
ine that prior to duplication the hydrogen bonds are broken, and
the two chains unwind and separate. Each chain then acts as a
template for the formation onto itself of a new companion chain,
so that eventually we shall have two pairs of chains, wherewe only
had one before. Moreover, the sequence of the pairs of baseswill
have been duplicated exactly. *

*]s H. C. Crick and J. D, Watson, "The Complementary Structure of Deoxyri-
bonucleic Acid/' Proc. Roy. Soc. (A) 223 (1954): 80.

1

(b)The first step in replication is
separation of the two DNA
strands.

(a)The parent molecule has
two complementary strands
of DNA. Each base is paired
by hydrogen bonding with
its specific partner, A with T
and G with C

A Figure 16.9 A model for DNA
replication: the basic concept. In this
simplification, a short segment of DNA has
been untwisted into a structure that

resembles a ladder. The rails of the ladder are
the sugar-phosphate backbones of the two
DNA strands; the rungs are the pairs of
nitrogenous bases. Simple shapes symbolize

Figure 16.9 illustrates Watson and. Crick's basic idea. To
makeit easier to follow, we show only a short section of double
helix in untwisted form. Notice that if you cover one of the two
DNA strands of Figure 16.9a, you can till its linear
sequence of bases by referring to the strand and ap-
plying the base-pairing rules. The two strands are complemen-
tary; each stores the information necessary to reconstruct the
other. When a cell copies a DNA molecule, each strand serves
as atemplate for ordering nucleotides into

strand. nucleotides line up aong template strand
according to the rules, they are hnked to form
new strands. Where there was one double-stranded DNA mol-
ecule at the beginning of the are soon two, each
an exact replica of the "parent” molecule.

is anaogous to using a photographic negative to make
positive image, which can be used to make another
negative, and

This model replication remained untested for

years following publication of the DNA structure. The reg-
uisite experiments were smple in but difficult to per-

form. Watson and Crick's model predicts that a double
helix replicates, each of the daughter molecules will have
one old strand, derived from the parent one

made strand. This semiconservative model be dis-

tinguished from a conservative model
parent molecule somehow the process (that
is, it is conserved). In yet a third model, called the dispersive
model, al four strands of DNA following replication have a
mixture of old and new DNA (Figure 16.10, on the next page).
Although mechanisms for conservative or dispersive DNA
replication are not easy to devise, these models remained
until they could be ruled out. Findly, in the late
1950s, and Stahl devised experi-
ments that tested the three hypotheses. Their experiments

(c) Each parental strand now
serves as a template that
determines the order of
nucleotides along a new,
complementary strand.

(d)The nucleotides are connected
to form the sugar-phosphate
backbones of the new strands,
Each "daughter” DNA mol-
ecule consists of one parental
strand and one new strand.

the four kinds of bases. Dark blue represents
DNA strands present in the parent molecule;
light blue represents free nucleotides and
newly synthesized DNA.
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A Figure 16.10 Three alternative models of DNA
replication. The short segments of double helix here symbolize the
DNA within a cell. Beginning with a parent cell, we follow the DNA for
two generations of cells—two rounds of DNA replication. Newly made
DNA'is light blue.

supported the semiconservative model of DNA replication, as
predicted by Watson and Crick (Figure 16.11).

The basic principle of DNA replication is elegantly smple.
However, the actua process involves some complicated bio-
chemical gymnastics, as we will now see.

DNA Replication: A Closer Look

The bacterium E. coli has a single chromosome of about 4.6
million nucleotide pairs. In afavorable environment, an E. coli
cell can copy all this DNA and divide to form two genetically
identical daughter cells in less than an hour. Each of your
cells has 46 DNA molecules in its nucleus, one long double
helical molecule per chromosome. In all, that represents about
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Figure 16.11
Does DNA replication follow

the conservative, semiconservative, or
dispersive model?

EXPERIMENT Matthew Meselson and Franklin Stahl
cultured E. coli bacteria for several generations on a medium
containin nucleotlde precursors labeled with a heavy isotope of
nitrogen, “°N. The bacteria incorporated the heavy nitrogen into |
their DNA, The scientists then transferred the bacteria to a medium
with only *“N, the lighter, more common isotope of nitrogen. Any
new DNA that the bacteria syntheS|zed would be lighter than the
parental DNA made in the *°N medium. Meselson and Stahl could
distinguish DNA of different densities by centrifuging DNA
extracted from the bacteria.

@ Eacteria
o]

=S |
0 DNA sample | ' Less |
centrifuged dense
= after 40 min |
| (after second j |
replication) } More
dense

| The bands in these two centrifuge tubes represent the results
| of centrifuging two DNA samples from the flask in step 2, one
sample taken after 20 minutes and one after 40 minutes.

Meselson and Stahl concluded that DNA
replication follows the semiconservative model by comparing their
result to the results predicted by each of the three models in Figure
16.10. The first replication in the *N medium produced a band of
hybrid (**N-"*N) DNA. This result eliminated the conservative
model. A second replication produced both light and hybrid DNA, a |
result that eliminated the dispersive model and supported the
semiconservative model.

First replication Second replication
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model

e AN 7N =R
Semiconservative i | |
model | FAVZA | |
VA7 LA
TAYa
‘ Dispersive (R
model I'.-f\\ X\ &L ',\ -}\.
\ v [S WA AV |
L ey




6 hillion base pairs, or over athousand times more DNA thanis
found in abacterial cell. If we wereto print the one-letter sym-
bolsfor thesebases (A, G, C, and T) the size of the lettersyou are
now reading, the 6 billion bases of information in a diploid hu-
man cell would fill about 1,200 books as thick asthistext. Yet
itl akesacdl just afew hoursto copy all this DNA. Thisreplica
tion of an enormous amount of genetic information is achieved
with very few errors—only about one per 10 billion nucleotides.
The copying of DNA is remarkable in its speed and accuracy.
More than a dozen enzymes and other proteins participate in
DNA replication. Much more is known about how this "replica-
tion machine" works in bacteria than in eukaryotes, and we will
describe the basic steps of the process for E. odli, except where
otherwise noted. What scientists have learned about eukaryotic
DNA replication suggests, however, that most of the process is
fundamentally similar for prokaryotes and eukaryotes.

Getting Started: Origins of Replication

The replication of a DNA molecule begins at specid stes caled
origins of replication. The bacterial chromosome, which is cir-
cular, has a sngle origin, a stretch of DNA having a specific
sequence of nucleotides. Proteins that initiate DNA replication
recognize this sequence and attach to the DNA, separating the
two strands and opening up a replication "bubble" Replication
of DNA then proceeds in both directions "until the entire mole-
culeis copied (see Figure 18.14). In contrast to abacteria chro-
mosome, a eukaryotic chromosome may have hundreds or even
thousands of replication origins. Multiple replication bubbles
form and eventualy fuse, thus speeding up the copying of the
very long DNA molecules (Figure 16.12). As in bacteria, eu-

Origin of replication

“ Replication begins at specific sites
where the two parental strands
separate and form replication
bubbles.

© The bubbles expand laterally, as
DNA replication proceeds in both
directions.

_--Daughter (new) strand

karyotic DNA replication proceeds in both directions from each
origin. At each end of a replication bubble is areplication fork,
aY -shaped region where the new strands of DNA are elongating.

Elongating a New DNA Strand

Elongation of new DNA at a replication fork is catalyzed by en-
zymes caled DNA polymerases. As individual nucleotides
dign with complementary nucleotides adong a template strand
of DNA, DNA polymerase adds them, one by one, to the grow-
ing end of the new DNA strand. The rate of elongetion is about
500 nucleotides per second in bacteria and 50 per second in hu-
man cells. InE. coli, two different DNA polymerasesareinvolved
in replication: DNA polymerase Il and DNA polymerase |. The
Situation in eukaryotes is more complicated, with at leest 11
different DNA polymerases discovered so far; however, the
general principles are the same.

Each nucleotide that is added to a growing DNA strand is
actually a nucleoside triphosphate, which is a nucleoside (a
sugar and a base) with three phosphate groups. You have a-
ready encountered such a molecule—ATP (adenosine triphos-
phate; see Figure 8.8). The only difference between the ATP of
energy metabolism and the nucleoside triphosphate that sup-
plies adenine to DNA is the sugar component, which is de-
oxyribose in the building block of DNA, but ribose in ATP
"Like ATP, the triphosphate monomers used for DNA synthesis
are chemically reactive, partly because their triphosphate tails
have an unstable cluster of negative charge. As each monomer
joins the growing end of a DNA strand, it loses two phosphate
groups as a molecule of pyrophosphate ® ~ ®i- Subsequent
hydrolysis of the pyrophosphate to two molecules of inorganic

0.25 urn

“Parental (template) strand

I-} Eventually, the replication
bubbles fuse, and synthesis of
the daughter strands is complete.

Two daughter DA molecules

la) In eukaryotes, DNA replication begins at many sites along the giant
DNA molecule of each chromosome.

(b) In this micrograph, three replication
bubbles are visible along the DNA of
a cultured Chinese hamster cell (TEM).

A Figure 16.12 Origins of replication in eukaryotes. The red arrows indicate the movement of
the replication forks and thus the overall directions of DNA replication within each bubble.

CHAPTER 16 The Molcciuu® PESS of Inheritance 301




8* Figure 16.13 Incorporation of a
nucleotide into a DNA strand. ONA
polymerase catalyzes the addition of a
nucleoside triphosphate to the 3' end of a

growing DNA strand,

phosphate (") is the exergonic reaction
that drives the polymerization reaction
(Figure 16.13)

Antipamllel  Elongation

As we have noted throughout this chapter,
the two ends of a DNA strand are different
(see Figure 16.5). In addition, the two
strands of DNA in a double helix are an-
tiparallel, meaning that they are oriented in
opposite directions to each other (see
Figure 16.13). Clearly, the two new strands
formed during DNA replication must dso
be antiparalle to their template strands.

How does the antiparallel structure of the double helix affect
replication? DNA polymerases add nucleotides only to the free
3 end of agrowing DNA strand, never to the 5' end (see Figure
16.13). Thus, a new DNA strand can elongate only
in the 5—*3' direction. With this in mind, let's
examine a replication fork (Figure 16.14). Along
one template strand, DNA polymerase IIl (ab-
breviated DNA pol 11l) can synthesize a com-
plementary strand continuously by elongating
the new DNA in the mandatory 5—*3' direction. DNA pol
11l smply nestles in the replication fork on that template
strand and continuously adds nucleotides to the comple-
mentary strand as the fork progresses. The DNA strand
made by this mechanism is called the leading strand.

To elongate the other new strand of DNA in the mandatory

—*3’ direction, DNA pol |1l must work along the

other template strand in the direction awayfromthe
replication fork. The DNA strand synthesized in this
direction is caled the lagging strand.* In contrast
to the leading strand, which elongates continuoudy,
the lagging strand is synthesized as a series of segments. Once
areplication bubble opens far enough, a DNA pol 111 molecule
attaches to the lagging strand's template and moves away from
the replication fork, synthesizing a short segment of DNA. As
the bubble grows, another segment of the lagging strand can
be made in a similar way. These segments of the lagging strand
are called Okazaki fragments, after the Japanese scientist who

*Synthesis ol the leading strand and synthesis of the lagging strand occur con-
currently and at the same rate. The lagging si rand is so named because its
synthesis is dlightly delayed relative to synthesis of the leading strand; each
new fragment cannot be started until enough template has been exposed at
the replication fork.
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Mew strand

Template strand
3' end

© One new
strand, the
leading strand,
can elongate
continuously

| 5'->3'as the

| replication fork
progresses.

O DNA pol 111 elongates
DNA strands only in the
5'~> 3'direction.

Parental DMA
g

© The other

new strand, the
| lagging strand,
must grow in an
overall 3'-* 5'
direction by
addition of
short segments,
Okazaki
fragments, that
grow5—»3
(numbered here
in the order
| they were
| made).

© DNA ligase
IJOIﬂS Okazaki
_- fragments by
= | forming a bond
between their
free ends. This
results in a
continuous
strand.

e Overall diirection of replication

A Figure 16.14 Synthesis of leading and lagging strands
during DNA replication. DNA poiymerase Il (DNA pol 11 is closely
associated with a protein that encircles the newly synthesized double
helix like a doughnut. Note that Okazaki fragments are actually much
longer than the ones shown here. In this figure, we depict only five
bases per fragment for simplicity.




discovered them. The fragments are about 1,000 to 2,000 nu-
cleotides long in E. coli and 100 to 200 nucleotides long in
eukaryotes. Another enzyme, DNA ligase, eventudly joins
(ligates) the sugar-phosphate backbones of the Okazaki frag-
ments, forming a single new DNA strand.

Piiming DNA Synthesis

DNA polymerases cannot initiate the synthesis of a polynu-
cleotide; they can only add nucleotides to the 3' end of an a-
ready existing chain that is base-paired with the template strand
(see Figure 16.13). Theinitia nucleotide chain is a short one
cdled aprimer. Primersmay consist of either DNA or RNA (the
oiher dass of nucleic acid), and in initiating the replication of
cellular DNA, the primer isashort stretch of RNA with an avail-
able 3 end. An enzyme caled primase can start an RNA chain
from scratch. Primasejoins RNA nucleotides together one a a
time, making a primer complementary to thetemplate strand at
the location where initiation of the new DNA strand will occur.
(Primers are generaly 5 to 10 nucleotides long.) DNA pol 111
then adds a DNA nuclectide to the 3' end of the RNA primer
aid continues adding DNA nucleotides to the growing DNA
strand according to the base-pairing rules.

Only one primer isrequired for DNA pol 111 to begin synthe-
szing the leading strand. For synthesis of the lagging strand,
however, each Okazaki fragment must be primed separately
(figure 16.15). Another DNA polymerase, DNA polymerase |
(DNA pol 1), replaces the RNA nucleotides of the primers with
PNA versions, adding them one by one onto the 3' end of the
adjacent Okazaki fragment (fragment 2 in Figure 16.15). But
DNA pol | cannot join the fina nucleotide of this replacement
DNA segment to the first DNA nucleotide of the Okazaki frag-
rient w'hose primer was JUSL replaced (fragment 1 in Figure
16.15). DNA ligase accomplishes this task, joining the sugar-
phosphate backbones of &l the Okazaki fragmentsinto acontin-
uous DNA strand.

Other ProteiiK That Assist DNA Replication

You have learned about three kinds of proteins that function
in DNA synthesis: DNA polymerases, ligase, and primase.
Other kinds of proteins aso participate, including helicase,
topoisomerase, and single-strand binding proteins. Helicase
is an enzyme that untwists the double helix at the replication
lorks, separating the two parental strands and making them
available as template strands. This untwisting causes tighter
twisting and strain ahead of the replication fork, and topo-
isomerase helps relieve this strain. After helicase separates
1 he two parental strands, molecules of single-strand binding
protein then bind to the unpaired DNA strands, stabilizing
them until they serve as templates for the synthesis of new
complementary strands.

Table 16.1 and Figure 16.16, on the next page, summarize
DNA replication. Study them carefully before proceeding.

0 Primase joins RNA
nucleotides into a primer.

Template —~
strand F © DNA pol 11l adds
; DNA nucleotides to
the primer, forming
an Okazaki fragment.

RMA primer

5

Q After reaching the
next RNA primer (not

shown), DNA pol ID
falls off.

© After the second fragment is
primed, DNA pol |1l adds DNA
nucleotides until it reaches the
first primer and falls off. l

oy

0 DNA pol | replaces
the RNA with DNA,
o adding to the 3' end

g\\\ of frag

L

© DNA ligase forms a
bond between the newest
DNA and the adjacent DNA
of fragment 1.

Q The lagging
strand in this region
is now complete.

e Oveerall diirection of replication sss———————
A. Figure 16.15 Synthesis of the lagging strand.
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Protein Function for Leading and _Lagging Strands

Helicase Unwinds parental double helix at replication forks

Single-strand binding Binds to and stabilizes single-stranded DNA until it can be used as a template

protein

Topoisomer ase Corrects “overwinding” ahead of replication forks by breaking, swiveling, and rejoining DNA strands
Function for Leading Strand Function for Lagging Strand

Primase Synthesizes a single RNA primer at the 5' end of the Synthesizes an RNA primer at the V end of each
leading strand Okazaki fragment

DNA pol |11 Continuously synthesizes the leading strand, Elongates each Okazaki fragment, adding on to
adding on to the primer its primer

DNA pol | Removes primer from the 5' end of leading strand Removes the primer from the 5' end of each
and replaces it with DNA, adding on to the adjacent fragment and replaces it with DNA, adding on to
3'end [he 3' end of the adjacent fragment

DNA Ligase joins the 3' end of the DNA that replaces the primer Joins the Okazaki fragments

to the rest of the leading strand

fp—— Overall direction of replication se——— .
Lagging

Origin of replication strand

Q Helicase unwinds the
parental double helix.

Q Molecules of single-

strand binding protein $ The leading strand is
stabilize the unwound synthesized continuously in the
template strands. 5'-» 3' direction by DNA pol I11. e
T - g Leading
= strand OVERVIEW strand

w

© Primase begins synthesis
of the RNA primer for the
fifth Okazaki fragment.

@ DNA pol 1l is completing synthesis of Q DNA pol | removes the primer from the 5' end O DNA ligase bonds
the fourth fragment. When it reaches the of the second fragment, replacing it with DNA the 3'end ofthe
RNA primer on the third fragment, it will nucleotides that it adds one by one to the 3' end second fragment to
dissociate, move to the replication fork, of the third fragment. The replacement of the the 5' end of the first
and add DNA nucleotides to the 3' end of last RNA nucleotide with DNA leaves the sugar- fragment.
the fifth fragment primer. phosphate backbone with a free 3' end.
A Figure 16.16 A summary of bacterial either end of a replication bubble. Notice in in the overview, you can see that half of it is
DNA replication. The detailed diagram the overview diagram that a leading strand is made continuously as a leading strand, while
shows one replication fork, but as indicated initiated by an RNA primer (red), as is each the other half (on the other side of the origin)
in the overview diagram, replication usually Okazaki fragment in a lagging strand- is synthesized in fragments as a lagging
occurs simultaneously at two forks, one at Viewing each daughter strand in its entirety strand.

304  UNIT THREE Genetics




The DNA Replication Machine
as a Stationary Complex

It is traditional—and convenient—to represent DNA poly-
merase molecules as locomotives moving along
read track,” but such a model is inaccurate in
the various proteins that participate in DNA repli-
cation actually form asingle large complex, a DNA replication
"machine." Many protein-protein interactions fecilitate the &f-
ficiency of this for example, helicase works much
more rapidly when it is in contact with primase. Second, the
replication machine is probably stationary during
the replication process. In eukaryotic cells, multiple copies of
into "factories,” anchor to
a framework of fibers extending through
the interior of the Recent studies support a model in
which DNA polymerase molecules "red in" the parental DNA
and extrude newly made daughter DNA molecules. Addi-
tional evidence suggests that the lagging strand is looped
through the complex, so that when a DNA polymerase com-
pletes synthesis of an Okazaki fragment and dissociates,
doesn't have far to travel to reach the primer for the next frag-
ment, near the replication fork. This looping of lagging
strand enables more Okazaki fragments to be synthesized in
lesstime.

Proofreading and Repairing DNA

We cannot attribute the accuracy of DNA replication solely
pairing. Although errorsin
molecule amount to only one in 10 billion nu-
cleotides, initial pairing errors between incoming nucleotides
the template strand are 100,000 times more
common—an error rate of in 100,000 base pairs. During
DNA replication, DNA polymerases proofread each nu-
cleotide againgt its template as soon as it is added to the grow-
ing strand. Upon finding an incorrectly paired nucleotide, the
polymerase removes the nucleotide and then resumes synthe-
sis. (Thisaction is similar to fixing a typing error by using the
"delete” key and then entering the correct |etter.)

Mismatched nucleotides sometimes evade proofreading by
aDNA polymerase or arise after synthesis is completed—
by damage to an existing nucleotide base, for instance. In
mismatch repair, cells use specia enzymes to fix incorrectly
paired nucleotides. Researchers spotlighted the importance of

a defect in one
of them is associated with a form of colon cancer. Apparently,
this defect alows cancer-causing errors to accumulate in the

afaster rate than normal.

Maintenance genetic information encoded in DNA re-
quires frequent repair damage to existing
molecules are constantly subjected to potentialy

harmful chemica and physical agents, as well discussin Chap-
ter 17. Reactive chemicas (in the environment and occurring

naturally in cells), radioactive emissions, X-rays, and ultraviol et
light can change nucleotides in ways that can dfect encoded
genetic information, usualy adversdly. In addition, DNA bases
often undergo spontaneous chemica changes under normal
cellular conditions. Fortunately changes in DNA are usualy
corrected before they become self-perpetuating mutations.
Each cdl continuously monitors and repairs its genetic mate-
riad . Because repair of damaged important to the sur-
vivd of an organism, it is no surprise that DNA
repair enzymes evolved. Almogt 100 are known in E. coll,
and about 130 have been identified so far in humans.

Most mechanisms for repairing DNA damage take advan-
tage of the base-paired structure of DNA. Usudly, a segment
of the strand containing the damage is cut out (excised) by a
DNA-cutting enzyme—a nuclease—and the resulting gep is
filled inwith nucleotides properly paired with the nucleotides
in the undamaged strand. The enzymes involved in filling the
gap are a DNA polymerase and ligase. DNA repair of thistype
is caled nucleotide excision repair (Figure 16.17).

— Nuclease

Q A thymine dimer
distorts the DNA molecule.

| 0 A nuclease enzyme cuts
the damaged DNA strand
-+ at two points and the
damaged section is
removed.

Q Repair synthesis by
a DNA polymerase
|fills in the missing
nucleotides.

0 DNA ligase seals the

— free end of the new DNA
to the old DNA, making the
strand complete.

A. Figure 16.17 Nucleotide excision repair of DNA
damage. Ateam of enzymes detects and repairs damaged DNA. This
figure shows DNA containing a thymine dimer, a type of damage often
caused by ultraviolet radiation. A nuclease enzyme cuts out the damaged
region of DNA, and a DNA polymerase (in bacteria, DNA pol 1) replaces
it with a normal DNA segment. Ligase completes the process by
closing the remaining break in the sugar-phosphate backbone.
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in our skin cdls

is to repair genetic damage caused by the ultraviolet of
shown

16.17, is the covaent linking of thymine bases that are adja-
cent on aDNA strand. Such thymine dimers cause the DNA to
buckle and interfere with DNA replication. The importance of
repairing this kind of damage is underscored by the disorder
xeroderma pigmentosum. which in most casesis caused by an
inherited defect nucleotide excision repair enzyme, indi-
viduals with this disorder are hypersensitive to sunlight; mu-
tations caused by ultraviolet light are Ieft
uncorrected and cause skin cancer.

Replicating the Ends of DNA Molecules

In spite of the mgjor role played by polymerasesin DNA
replication and repair, it turns out that there is a small
of the cell's DNA that DNA polymerases cannot replicate or
eukaryotic chro-
mosomes, the fact that a DNA polymerase can only add nu-
cleotides to the a preexisting polynucleotide leads to
a problem. The usual replication machinery provides no way
to complete the 5' ends of daughter DNA strands. Even it an
Okazaki fragment can be started with an RNA primer bound
to the very end of the template strand, once that primer is re-
moved, it cannot be replaced with DNA, because there is no
3' end onto which DNA polymerase can add nucleotides
(Figure 16.18). Asaresult, repeated rounds of replication pro-
duce shorter and

Prokaryotes is
circular (with no ends), but what about eukaryot.es? Eukary-
otic DNA molecules have nucleotide sequences

(Figure 16.19). Telomeres do not
contain genes; instead, the DNA consists of multiple
repetitions of one short nucleotide sequence. The repeated unit
in human telomeres, for example, is the six-nucleotide se-
quence TTAGGG. The number of repetitions in a telomere
varies from about 100 to 1,000. Telomenc DNA protects the
organism's genes from being eroded through successive rounds
of DNA replication. and specific
proteins associated the staggered ends
of the daughter molecule from activating the cdl's systems for
monitoring DNA damage. (The is
"seen” as a double-strand break may otherwise trigger signa

cycle arrest
Telomeres do not prevent the

due to successive rounds of replication; they just postpone
the erosion of genes near the ends molecules.
shown in Figure 16.18, telomeres become shorter during
round of replication. As we would expect, telomeric does
tend to be shorter in dividing somatic cells of older individuals
and in cultured cells that have divided many times. It has been
proposed that shortening of telomeres is somehow connected
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Last fragment Previous fragmen t
RBIRE e N/————
RNA primer

Laziging strand i

Removal of primers and
replacement with DNA
where a 3' end is available

Primer removed but |

cannot be replaced

with DNA because |,

no 3'end available ¥
for DNA polymerase
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; el 48 22220 T 24
Second round
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New leading strand 3" I
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New lagging strand 5'8]

Further rounds
of replication

Shorter and shorter
_daughter molecules

A Figure 16.18 Shortening of the ends of linear DNA
molecules. Here we follow the end of one strand of a DNA molecule
through two rounds of replication. After the first round, the new
lagging strand is shorter than its template. After a second round, both
the leading and lagging strands have become shorter than the original
parental DNA. Although not shown here, the other ends of these DNA
molecules also become shorter.

s 1um

A Figure 16.19 Telomeres. Eukaryotes have repetitive,
noncoding sequences called telomeres at the ends of their DNA,
marked in these mouse chromosomes by a bright orange stain (LM).




to the aging process of certaintissues and evento aging of the or-
ganism, asawhole.

But what about the cells whose genomes persist unchanged
from an organism to its offspring over many generations? If
the chromosomes of germ cells (which give rise to gametes)
became shorter in every cell cycle, essentia genes would
eventually be missing from the gametes they produce. Fortu-
nately, this does not occur: An enzyme called telomerase cat-
dyzes the lengthening of telomeres in eukaryotic germ cells,
thus restoring their original length and compensating for the
shortening thai occurs during DNA replication. The lengthen-
ing process is made possible by the presence, in telonierase, of
a short molecule of RNA that serves as a template for new
telomere segments. Telomerase is not active in most somatic
cells, but its activity in germ cells results in telomeres of max-
imum length in the zygote.

Normal shortening of telomeres may protect organisms
from cancer by limiting the number of divisions that somatic
cells can undergo. Cels from large tumors often have unusu-
aly short telomeres, as one would expect for cells that have
undergone many cell divisions. Further shortening would
presumably lead to self-destruction of the cancer. Intriguingly,
researchers have found telomerase activity in cancerous so-
iratic cells, suggesting that its ability to stabilize telomere
length may allow these cancer cells to persist. Many cancer

Go to the Campbell Biology website (www.campbellbiology.com) or CD-
ROM to explore Activities, investigations, and other interactive study aids.

I SUMMARY OF KEY CONCEPTS
[ Foncept 151}

DNA is the genetic material

* The Search for the Genetic Material: Scientific Inquiry
(pp. 293-296) Experiments with bacteria and with phages pro-
vided the first strong evidence that the genetic material is DNA,

The Hershey-Chase Experiment

e Building a Structural Model of DNA: Scientific Inquiry
(pp. 296-298) Watson and deduced that DNA is a dou-
ble helix. Two antiparallel sugar-phosphate chains
the outside of the molecufe; the nitrogenous bases project into
the interior, where they hydrogen-bond in specific A with
T and G with C.

and RNA Structure
DNA Double Helix

[Koncept 5.2

Many proteins work together in DNA replication

and repair

«- The Basic Principle: Base Pairing to a Template Strand

(pp. 299-300) DNA replication is semiconservative: The par-
ent molecule unwinds, and each strand then serves as a template

.

.

cells do seem capable of unlimited cell division, asdo immortal
strains of cultured cells (see Chapter 12). If telomerase is
indeed an important factor in many cancers, it may provide a
useful target for both cancer diagnosis and chemotherapy.

In this chapter, you have learned how DNA replication pro-
vides the copies of genes that parents pass to offspring. How-
ever, it isnot enough that genes be copied and transmitted; they
must aso be expressed. In the next chapter, we will examine
how the cdl trandates genetic information encoded in DNA.

1. What role does complementary base pairing play in
the replication of DNA?

2. Identify two mgjor functions of DNA pol ill in DNA
replication.

3. Why is DNA pol | necessary to complete synthesis
of a leading strand? Point out in the overview box in
Figure 16.16 where DNA pol | would function on
the top leading strand.

4. How are tdlomeresimportant for preserving eukaryotic
genes?

For suggested answers, see Appendix A.

for the synthesis of a new strand according to base-pairing
rules.

Replication?

DNA Replication: A Closer Look (pp. 300-305) DNA
replication begins at origins of replication. Y-shaped replication
forks form at opposite ends of a replication bubble, where the
two DNA strands separate. DNA synthesis starts at the 3' end of
an RNA primer, a short polynucleotide complementary to the
template strand. DNA polymerases catalyze the synthesis of new
DNA strands, working in the 5—*3' direction. The leading
strand is synthesized continuously, and the lagging strand is
synthesized in short segments, called Okazaki fragments. The
fragments are joined together by DNA ligase.

.

Proofreading and Repairing DNA (pp. 305-306) DNA
polymerases proofread newly made DNA, replacing any
incorrect nucleotides. In mismatch repair of DNA, repair
enzymes correct errors in base pairing. In nucleotide excision
repair, enzymes cut out and replace damaged stretches of DNA.

Replicating the Ends of DNA Molecules (pp. 306-307)
The ends of eukaryotic chromosomal DNA get shorter with each
round of replication. The presence of telomeres, repetitive
sequences at the ends of linear DNA molecules, postpones the
erosion of genes. Telomerase catalyzes the lengthening of

« telomeresin germ cells.
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TESTING UR KNOWLEDGE

' Evoluti on_Cbnneé-ti on '

Many bacteria may be able to respond to environmental stress by
increasing the rate at which mutations occur during cell division.
How might this be accomplished, and what might be an evolution-
ary advantage of this ability?

Scientific Inquiry
Demonstrate your understanding of the Meselson-Stahl experiment
by answering the following questions.

a Describe in your own words exactly what each of the centrifu-
gation bands pictured in Figure 16.11 represents.
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b. Imagine that the experiment as follows: Bacteria are
first for several generationsin a
the lighter isotope of nitrogen, *N, then switched into a
medium containing “N. The rest of the experiment
Redraw to

positions you would expect after one
generation and after two generations if each
models shown in Figure 16.10 were true.

Science, Technology, and Society
competition are both in science.
did these two social behaviors play in Watson and
the double helix? How might competition
accelerate progress? How might it slow progress?




From Geneto
Protain

| oncepts

17.1 Genes specify proteins via transcription and
translation

17.2 Transcription is the DNA-directed synthesis
of RNA: acloser look

1 73 Eukaryotic cells modify RNA after
transcription

1 ?A Translation is the RNA-directed synthesis of
apolypeptide: a closer look

17.5 RNA plays multiple roles in the cell: areview

17.6 Comparing gene expression in prokaryotes
and eukaryotes reveals key differences

17.7 Point mutations can affect protein structure
and function

Oven-'iew
The Flow of Genetic Information

#=3~"heinformation content of DNA, the genetic material, is
-i in the form of specific sequences of nucleotides along
«J. the DNA strands. But how does thisinformation deter-

mine an organism's traits? Put another way, what does a gene

actually say? And how is its message translated by cellsinto a

specific trait, such as brown hair or type A blood?

Consider, once again, Mendel's peas. One of the characters
Mendel studied was stem length (see Table 14.1). Mendel did
not know the physiological basis for the difference between
the tall and dwarf varieties of pea plants, but plant scientists
have since worked out the explanation: Dwarf peas lack
growth hormones called gibberellins, which stimulate the
normal elongation of stems. A dwarf plant treated with gib-
berellins from an external source grows to normal height.

A Figure 17.1 A ribosome, part of the protein synthesis
machinery.

Why do dwarf peas fal to make their own gibberellins? They
are missing a key protein, an enzyme required for gibberellin
synthesis. And they are missing that protein because they do
not have a properly functioning gene for that protein.

This exampleillustrates the main point of this chapter: The
DNA inherited by an organism leads to specific traits by dic-
tating the synthesis of proteins. In other words, proteins are
the links between genotype and phenotype. The process by
which DNA directsprotein synthesis, gene expression, includes
two stages, called transcription and trandlation. In Figure 17.1,
you can see a computer mode! of a ribosome, which is part of
the cellular machinery for translation—polypeptide synthesis.
This chapter describes the flow of information from gene to
proteinin detail. By the end, you will understand how genetic
mutations, such as the one causing the dwarf trait in pea
plants, &fect organisms through their proteins.

Genes specify proteinsvia
transcription and translation

Before going into the details of how genes direct protein syn-
thesis, let's step back and examine how the fundamental rela-
tionship between genes and proteins was discovered.

Evidence from the Study of Metabolic Defects

In 1909, British physician Archibald Garrod was the first to
suggest that genes dictate phenotypes through enzymes that
catalyze specific chemical reactions in the cell. Garrod postu-
lated that the symptoms of an inherited disease reflect a per-
son's inability Lo make a particular enzyme. He referred to
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such diseases as "inborn errors of metabolism." Garrod gave as
one example the hereditary condition called alkaptonuria, in
which the urine is black because it contains the chemical
alkapton, which darkens upon exposure to ar. Garrod rea
soned that most people have an enzyme that breaks down
alkapton, whereas people akaptonuria have inherited an
inability to make the enzyme that metabolizes alkapton.

Garrod'sidea was ahead of itstime, but research conducted
several decades later supported his hypothesis that a gene dic-
tates the production of a specific enzyme. Biochemists accu-
mulated much evidence that cells synthesize and degrade
most organic molecules via metabolic pathways, in which
each chemical reaction in a sequence is catalyzed by a specific
enzyme. Such metabolic pathways lead, for instance, to the
synthesis pigments that give fruit flies (Drosophila)
eye color (see Figure 15.3). In the 1930s, George Beadle and
Boris Ephrussi speculated that in Drosophila, each of the vari-
ous mutations affecting eye color blocks pigment synthesis at

step by preventing production of the enzyme that
catalyzes that step. However, neither the chemical reactions
nor the enzymes that catalyze them were known at the time.

Nutritional Mutants in Neurospora:
Scientific Inquiry

A breakthrough in demonstrating the relationship between
genes and enzymes came a few years later, when Beadle and
Edward Tatum began working with a bread mold, Neurospora
crassa. They bombarded X-rays and then
looked among the survivors for mutants that differed in
their nutritional needs from the wild-type mold. Wild-type
Neurospora has modest food requirements. It can survive in
the laboratory on agar (a moist support medium) mixed only
with inorganic salts, glucose, and the vitamin biotin. From
this minimal medium, the mold usesits metabolic pathways to
produce dl the other molecules it needs. Beadle and Tatum
identified mutants that could not survive on minimal
medium, apparently because they were unable to synthesize
certain essential molecules from the minimal ingredients.
However, most such nutritional mutants can survive on a
compl etegrowth medium, minima medium supplementedwith
dl 20 amino acids and a few other nutrients.

the metabolic defect in each nutritional
mutant, Beadle and Tatum took samples from the mutant
growing on complete medium and distributed them to anum-
ber of different vials. Each contained minimal medium
plus a single additional nutrient. The particular supplement
that alowed growth indicated the metabolic defect. For ex-
ample, if the only supplemented vid that supported growth of
the mutant was the one fortified with the amino acid arginine,
the researchers the mutant was defective
in the biochemical pathway that wild-type cells use to synthe-
sizearginine.
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Beadle and Tatum went down each mutant's de-
fect more specificaly. Their work with arginine-requiring
mutants was especialy instructive. Using genetic crosses,
they determined that their mutants fdl into three classes,
each mutated different gene. The researchers then
showed that they could distinguish among the classes of

nutritionally by additional tests of their growth re-
quirements (Figure 17.2). In the synthetic pathway leading
to arginine, they suspected, a precursor nutrient is converted
to ornithine, which is converted to citrulline, which is con-
verted to arginine. When they tested their arginine mutants
for growth on ornithine and citrulline, they found that one
class could either compound (or arginine), the sec-
ond class only on citrulline (or arginine), and the third on
neither—it absolutely required arginine. The three classes of
mutants, the researchers reasoned, must be blocked at dif-
ferent steps in the pathway that synthesizes arginine, with
each mutant class lacking the enzyme that catayzes the
blocked step.

Because each mutant was defective in a single gene, Beadle
and Tatum's results provided strong support the one
gene-one enzyme hypothesis, as they dubbed it, which stales
that the function of a gene is to dictate the production
specific enzyme. The researchers aso showed how a

of genetics and biochemistry could be used to work
out the steps in a metabolic pathway. Further support
one gene-one enzyme hypothesis came with experiments
identified the specific enzymes lacking in the mutants.

The Products of Gene Expression:
A Developing Story

As researchers learned more about proteins, they made minor
revisions to the one gene-one enzyme hypothesis. First of all,
not al proteins are enzymes. Keratin, the structural protein of
animal hair, and the hormone insulin are two examples
nonenzyme proteins. Because proteins that are not enzymes
are nevertheless gene products, molecular biologists began to
think in terms of one gene-one protein. However, many pro-
teins are constructed from two or more different polypeptide
chains, and each polypeptide is specified by its
example, hemoglobin, the oxygen-transporting protein of ver-
tebrate red blood cells, is built from kinds of polypep-
tides, and thus two genes code for this protein (see Figure
5.20). Beadle and Tatum's idea has therefore been restated as
the one gene-one polypeptide hypothesis. Even this state-
ment is not accurate, though. Asyou will learn later in
this chapter, some genes code for RNA molecules that have
important functions in cells even though they are never trans-
lated But for now, we will focus on genes that
code for polypeptides. (Note that it is common to refer to pro-
teins, rather than polypeptides, as the gene products, a

this book.)




\Working with the mold Neurospora crassa,
George Beadie and Edward Tatum had isolated mutants requiring
aiginine in their growth medium and had shown genetically that
these mutants fell into three classes, each defective in a different
giine. From other considerations, they suspected that the metabolic
pathway of arginine biosynthesis included the precursors ornithine |
and citruiiine. Their most famous experiment, shown here, tested
both their one gene-one enzyme hypothesis and their postulated

ai ginine pathway. In this experiment, they grew their three classes

| 0" mutants under the four different conditions shown in the Results

section below.

‘m The wild-type strain required only the minimal |

| medium for growth. The three classes of mutants had different
g'owth requirements.

Class | Class Il Class |11 |
| wild type Mutants Mutants Mutants
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he e
Lm From the growth patterns of the mutants,

eadle and Tatum deduced that each mutant was unable to carry out
| cne step in the pathway for synthesizing arginine, presumably
| because it lacked the necessary enzyme. Because each of their
mutants was mutated in a single gene, they concluded that each
nutated gene must normally dictate the production of one enzyme.
Their results supported the one gene-one enzyme hypothesis and also
| confirmed the arginine pathway. (Notice that a mutant can grow
only if supplied with a compound made after the defective step.)
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Basic Principles of Transcription
and Translation

Genes provide the instructions for making specific proteins.
But a gene does not build a protein directly. The bridge be-
tween DNA and protein synthesisis the nucleic acid RNA. You
learned in Chapter 5 that RNA is chemically similar to DNA,
except that it contains ribose instead of deoxyribose as its
sugar and has the nitrogenous base uracil rather than thymine
(see Figure 5.26). Thus, each nucleoLide along a DNA strand
has A, G, C, or T asits base, and each nucleotide along an
RNA strand has A, G, C, or U asiits base. An RNA molecule
usualy consists ol asingle strand.

it is customary to describe the flow of information from, gene
to protein in linguistic terms because both nucleic acids and
proteins are polymers with specific sequences of monomers
that convey information, much as specific sequences of letters
communicate information in a language like English. In DNA
or RNA, the monomers are the four types of nucleotides, which
differ in their nitrogenous bases. Genes are typicaly hundreds
or thousands of nucleotides long, each gene having a specific
sequence of bases. Each polypeptide of a protein adso has
monomers arranged in a particular linear order (the proteins
primary structure), but its monomers are the 20 amino acids.
Thus, nucleic acids and proteins contain information writtenin
two different chemical languages. Getting from DNA to protein
requires two mgjor stages, transcription and translation.

Transcription isthe synthesis of RNA under the direction of
DNA. Both nucleic acids use the same language, and the infor-
mation is smply transcribed, or copied, from one molecule to
the other Just as a DNA strand provides atemplate for the syn-
thesis of a new complementary strand during DNA replication,
it provides a template for assembling a sequence of RNA nu-
cleotides. The resulting RNA molecule is afaithful transcript of
the gene's protein-building instructions. In discussing protein-
coding genes, this type of RNA molecule is caled messenger
RNA (mRNA), because it carries a genetic message from the
DNA to the protein-synthesizing machinery of the cell. (Tran-
scription is the genera term for the synthesis of any kind of
RNA on a DNA template. Later in this chapter, you will learn
about other types of RNA produced by transcription.)

Trandation is the actual synthesis of a polypeptide, which
occurs under the direction of mRNA. During this stage, there
is a change in language: The cdl must trandlate the base se-
quence of an mMRNA molecule into the amino acid sequence of
a polypeptide. The sites of translation are ribosomes, com-
plex particles that facilitate the orderly linking of amino acids
into polypeptide chains.

Yau might wonder why proteins couldn't smply be trans-
lated directly from DNA. There are evolutionary reasons for
using an RNA intermediate. First, it provides protection for the
DNA and its genetic information. As an andogy, when an ar-
chitect designs a house, the original specifications (analogous
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to DNA) are not what the construction workers use at the site.
Instead they use copies of the originals (analogous to mRNA),
keeping the originals pristine and undamaged. Second, using
an RNA intermediate allows more copies of a protein to be
made simultaneously, since many RNA transcripts can be
made from one gene. Also, each RNA transcript can be trans-
lated repestedly.

Although the basic mechanics of transcription and tranda-
tion are smilar for prokaryotes and eukaryotes, there is an im-
portant difference in the flow of genetic information within the
cells. Because bacteria lack nuclei, their DNA is not segregated
from ribosomes and the other protein-synthesizing equipment
(Figure 17.3a). Asyou will seelater, thisadlowstrandation of an
mRNA to begin while its transcription is till in progress (see
Figure 17.22). In aeukaryatic cell, by contrast, the nuclear en-
velope separates transcription from trandation in space and
time (Figure 17.3b). Transcription occurs in the nucleus, and
mRNA s transported to the cytoplasm, where trandation oc-
curs. But before they can leave the nucleus, eukaryotic RNA
transcripts are modified in various ways to produce the find,
functiond mRNA. The transcription of a protein-coding eu-
karyatic gene resultsinpre-mRNA, and RNA processingyields
the finished mRNA. The initial RNA transcript from any gene,
including those coding lor RNA that is not trandated into pro-
tein, is more generdly caled a primary transcript.

Lets summarize: Genes program protein synthesis via ge-
netic messages in the form of messenger RNA. Put another
way, cells are governed by a molecular chain of command:
DNA —* RNA —* protein. In the next section, we discuss how
the instructions for assembling amino acids into a specific or-
der are encoded in nucleic acids.

The Genetic Code

When biologists began to suspect that the instructions for
protein synthesis were encoded in DNA, they recognized a
problem: There are only four nucleotide bases to specify 20
amino acids. Thus, the genetic code cannot be a language like
Chinese, where each written symbol corresponds to a single
word. How many bases, then, correspond to an amino acid?

Codons: Triplets of Bases

If each nucleotide base were trandated into an amino acid.
only 4 of the 20 amino acids could be specified. Would a lan-
guage of two-letter code words suffice? The base sequence
AG, for example, could specify one amino acid, and GT could
specify another. Since there are four bases, this would give us
16 (that is, 4°) possible arrangements—still not enough to
code for &l 20 amino acids.

Triplets of nucleotide bases are the smallest units of uni-
form length that can code for dl the ammo acids. If each
arrangement of three consecutive bases specifies an amino
acid, there can be 64 (that is, 4°) possible code words—more
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(a) Prokaryotic cell. In a cell lacking a nucleus, mRNA
produced by transcription is immediately translated
without additional processing.
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(b) Eukaryotic cell. The nucleus provides a separate
compartment for transcription. The original RNA
transcript, called pre-mRNA, is processed in various
ways before leaving the nucleus as mRNA.

A Figure 17.3 Overview: the roles of transcription and
translation in the flow of genetic information. In a cell,
inherited information flows from DNA to RNA to protein. The two main
stages of information flow are transcription and translation. A miniature
version of part (a) or (b) accompanies several figures later in the chapter
as an orientation diagram to help you see where a particular figure fits
into the overall scheme.

than enough to specify dl the amino acids. Experiments have
verified that the flow of information from gene to protein is
based on a triplet code: The genetic instructions for a
polypeptide chain are written in the DNA as a series D!
nonoverlapping, three-nucleotide words. For example, the




base triplet AGT at a particular position along a DNA strand
results in the placement of the amino acid serine a the corre-
sponding position of the polypeptide to be produced.

During transcription, the gene determines the sequence of
bases dong the length of an MRNA molecule (Figure 17.4). For
each gene, only one of the two DNA strands is transcribed. This
strand is cdled the template strand because it provides the
template for ordering the sequence of nucleotides in an RNA
transcript. A given DNA strand can be the template strand for
some genes dong a DNA molecule, while for other genes in
otn.er regions, the complementary strand may function as the
template. Note, however, that for a given gene, the same strand
is used as the template every timeit is transcribed.

An mRNA molecule is complementary rather than identical
to its DNA template because RNA bases are assembled on the
template according to base-pairing rules. The pairs are similar
to those that form during DNA replication, except that U, the
RNA substitute for T, pairs with A and the mRNA nucleotides
contain ribose instead of deoxyribose. Like a new strand of
D NA, the RNA molecule is synthesized in an antiparallel direc-
tion to ihe templ ate strand of DNA- (To review what is meant by
"antiparalle" and the 5' and 3' ends of a nucleic acid chain, see
Figure 16.7.) For example, the base triplet ACC aong the DNA
(written as 3-ACC-5') provides a template for 5-UGG-3' in
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A Figure 17.4 The triplet code. For each gene, one DNA strand
functions as a template for transcription. The base-pairing rules for
CNA synthesis also guide transcription, but uraci! (U) takes the place
of thymine (T) in RNA. During translation, the mRNA is read as a
sequence of base triplets, called codons. Each codon specifies an
amino acid to be added to the growing polypeptide chain. The mRNA
is read in the 5' -» 3" direction.

ihe MRNA molecule. The mRNA base triplets are caled
codons, and they are customarily writtenin the 5 — 3' direc-
tion. In our example, UGG is the codon for the ammo acid tryp-
tophan (abbreviated Tip). The term codon is aso sometimes
used for the DNA base triplets dong the nontemplate strand.
These codons are complementary to the template strand and
thusidentical in sequence to the mRNA except that they have T
instead of U. (For this reason, the nontemplate DNA strand is
sometimes called the "coding strand.”)

During translation, the sequence of codons along an mRNA
molecule is decoded, or trandlated, into a sequence of amino
acids making up a polypeptide chain. The codons are read by
the translation machinery in the 5 —# 3' direction along the
mRNA. Each codon specifies which one of the 20 amino acids
will be incorporated at the corresponding position along a
polypeptide. Because codons are base triplets, the number of
nucleotides making up a genetic message must be three times
the number of amino acids making up the protein product.
For example, it takes 300 nucleotides along an mRNA strand
to code for a polypeptide that is f 00 amino acids long.

Cracking ihe Code

Molecular biologists cracked the code of life in the early 1960s,
when a series of elegant experiments disclosed the amino acid
trandations of each of the RNA codons. The first codon was de-
ciphered in 1961 by Marshdl Nirenberg, of the Nationa Insti-
tutes of Hedlth, and his colleagues. Nirenberg synthesized an
artificiad mRNA by linking identical RNA nuclectides contain-
ing uracil as their base. No matter where this message started or
stopped, it could contain only one codon in repetition: UUU.
Nirenberg added this "poly-U" to a test-tube mixture containing
amino acids, ribosomes, and the other components required for
protein synthesis. His artificid system trandated the poly-U into
a polypeptide containing a single amino acid, phenylaanine
(Phe), strung together as a long polyphenylaanine chain. Thus,
Nirenberg determined that the mRNA codon UUU specifies the
amino acid phenylaanine. Soon, the amino acids specified by
the codons AAA, GGG, and CCC were dso determined.

Although more elaborate techniques were required to de-
code mixed triplets such as AUA and CGA, al 64 codons were
deciphered by the mid-1960s. As Figure 17.5 on the next page
shows, 61 of the 64 triplets code for amino acids. The three
codons thai do not designate amino acids are “sop" signals, or
termination codons, marking the end of trandation. Notice that
the codon AUG has a dual function: Tt codes for the arnino acid
methionine (Met) and aso functions as a"start" signd, or initi-
ation codon. Genetic messages begin with the mRNA codon
AUG, which signds the protein-synthesizing machinery to be-
gin trandating the mRNA a that location. (Because AUG dso
stands for methionine, polypeptide chains begin with methio-
nine when they are synthesized. However, an enzyme may
subsequently remove this starter amino acid from the chain.)
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A Figure 17.5 The dictionary of the genetic code. The three
bases of an mRNA codon are designated here as the first, second, and
third bases, reading in the 5' —* 3' direction along the mRNA. (Practice
using this dictionary by finding the codons in Figure 17.4.) The codon
AUG not only stands for the amino acid methionine (Met) but also
functions as a "start" signal for ribosornes to begin translating the
mMRNA at that point. Three of the 64 codons function as "stop" signals,
marking the end of a genetic message.

Noticein Figure 17.5 that thereis redundancy in the genetic
code, but no ambiguity For example, athough codons GAA
and GAG both specify glutamic acid (redundancy), neither of
them ever specifies any other amino acid (no ambiguity). The
redundancy in the code is not atogether random. In many
cases, codons that are synonyms for a particular amino acid
differ only m the third base of the triplet. We will consider a
possible benefit for this redundancy later in the chapter.

Our ability to extract the intended message from a written
language depends on reading the symbols in the correct
groupings—that is, in the correct reading frame. Consider
this statement: "The red dog ate the ca." Group the lettersin-
correctly by starting at the wrong point, and the result will
probably be gibberish: for example, "her edd oga tet hec at."
The reading frame is dso important in the molecular lan-
guage of cells. The short stretch of polypeptide shown in
Figure f7.4, for instance, will only be made correctly if the
mMRNA nucleotides are read from Ieft to right (5' —* 3') in the
groups ol three shown in the figure UGG UUU GGC UCA.
Although a genetic message is written with no spaces be-
tween the codons, the cdl's protein-synthesizing machinery
reads the message as a series of nonoverlapping three-letter
words. The message is not read as a series of overlapping
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> Figure 17.6 A tobacco
plant expressing a firefly
gene. Because diverse forms of
life share a common genetic
code, it is possible to program
one species to produce proteins
characteristic of another species
by transplanting DNA. In this
experiment, researchers were
able to incorporate a gene from a
firefly into the DNA of a tobacco
plant. The firefly gene codes for
an enzyme that catalyzes a
chemical reaction that releases
light energy.

words—UGGUUU, and so on—which would convey aver
different message.

Evolution of the Genetic Code

The genetic code is nearly universal, shared by organisms froi
the smplest bacteria to the most complex animals. The RNA
codon CCG, for instance, is translated as the amino acid prc-
linein dl organismswhose genetic code has been examined. |
laboratory experiments, genes can be transcribed and tran: -
lated after being transplanted from one species to another
(Figure 17.6). Bacteria can be programmed by the insertion of
human genes to synthesize certain human proteins for medical
use. Such applications have produced many exciting develop-
ments in biotechnology (see Chapter 20).

Exceptions to the universality of the genetic code induee
translation systems where a few codons differ from the stan-
dard ones. Slight variationsin the genetic code exist in certai n
unicellular eukaryotes and in the organelle genes of some
species. Some prokaryotes can translate stop codons into one
of two amino acids not found in most organisms. Despite
these exceptions, the evolutionary significance of the code's
near universality isclear. A language shared by al living things
must have been operating very early in the history of ie——
early enough to be present in the common ancestors of aill
modern organisms. A shared genetic vocabulary is a reminder
of the kinship that bonds dl life on Earth.

Concept Check )

1. Draw the nontemplate strand of DNA for the tem-
plate shown in Figure 17.4. Compare and contrast
its base sequence with the mMRNA molecule.

2. What protein product would you expect from a
poly-G mRNA that is 30 nucleotides long?

For suggested answers, see Appendix A.




Transcription is the DNA-directed
synthesis of RNA: acloser |ook

Ndw that we have considered the linguistic logic and evolution-
ary significance of the genetic code, we are ready to reexamine
trinscription, the first stage of gene expression, in more detail.

Molecular Components of Transcription

Messenger RNA, the carrier of information from DNA to the
cell's protein-synthesizing machinery, is transcribed from the

Prclnlmte: Transcription unit
o

& el

|
]

b OlA
£ ‘II' Start point
RNA polymerase
0 Initiation. After RNA polymerase

binds to the promoter, the DNA
strands unwind, and the polymerase
initiates RNA synthesis at the start
point on the template strand.

5 1=
3

- g4 Template strand
Unwound tran- OfDNA

[ >NA script

9 Elongation. The polymerase moves
downstream, unwinding the DNA and
elongating the RNA transcript 5' -* 3'.
In the wake of transcription, the DNA
strands re-form a double helix.

€} Termination. Eventually, the RNA
transcript is released, and the
polymerase detaches from the DNA.

Completed RNA transcript

template strand of a gene. An enzyme caled an RNA poly-
merase pries the two strands of DNA apart and hooks to-
gether the RNA nucleotides as they base-pair along the DNA
template (Figure 17.7). Like the DNA polymerases that func-
tion in DNA replication, RNA polymerases can only assemble
apolynuclectide in its 5 —* 3 direction. Unlike DNA poly-
merases, however, RNA polymerases are able to start a chain
from scratch; they don't need a primer.

Specific sequences of nucleotides along the DNA mark
where transcription of a gene begins and ends. The DNA
sequence where RNA polymerase attaches and initiates tran-
scription is known as the promoter; in prokaryotes, the
sequence that signds the end of transcription is caled the
terminator. (The termination mechanism is different in
eukaryotes, which well describe later.) Molecular biologists re-
fer to the direction of transcription as "downstream" and the
other direction as "upstream." These terms are aso used to
describe the positions of nucleotide sequences within the DNA
or RNA. Thus, the promoter sequence in DNA is said to be
upstream from the terminator. The stretch of DNA that is tran-
scribed into an RNA moleculeis called a transcription unit.

Bacteria have asingle type of RNA polymerase that synthesizes
not only mRNA but aso other types of RNA that function in

Elongation N

RMA

polymerase

_— e —— b
W Direction of transcription ardiy
("downstream") A Template
~\ A strand o f DNA
3 = =
N Newly made
RNA

~ Figure 17.7 The stages of transcription: initiation,
elongation, and termination. This general depiction of
transcription applies to both prokaryotes and eukaryotes, but the
details of termination vary for prokaryotes and eukaryotes, as
described in the text. Also, in a prokaryote, the RNA transcript is
immediately usable as mRNA, whereas in a eukaryote, it must first
undergo processing to become mRNA.
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protein synthesis. In contrast, eukaryotes have three types of RNA
polymeraseintheir nuclei, numbered|, 11, and I11. The one used
for MRNA synthesis is RNA polymerase I1. The other two RNA
polymerases transcribe RNA molecules that are not trandated into
protein. In the discussion of transcription that follows, we start
with the features of MRNA synthesis common to both prokary-
otes and eukaryotes and then describe some key differences.

Synthesis of an RNA Transcript

The three stages of transcription, as shown in Figure 17.7 and
described next, are initiation, elongation, and termination of
the RNA chain. Study Figure 17.7 to familiarize yourself with
the stages and the terms used to describe them.

RNA Polymerase Binding and Initiation of Transcription

The promoter of a gene includes within it the transcription
start point (the nucleotide where RNA synthesis actualy be-
gins) and typically extends several dozen nucleotide pairs
"upstream" from the start point. In addition to serving as a
binding site for RNA polymerase and determining where tran-
scription starts, the promoter determines which of the two
strands of the DNA helix is used as the template.

Certain sections of a promoter are especialy important for
binding RNA polymerase. In prokaryotes, the RNA polymerase
itself specifically recognizes and binds to the promoter. In eu-
karyotes, a collection of proteins caled transcription factors
mediate the binding of RNA polymerase and the initiation of
transcription. Only after certain transcription factors are at-
tached to the promoter does RNA polymerase I bind to it. The
completed assembly of transcription factors and RNA poly-
merase || bound to the promoter is called a transcription
initiation complex. Figure 17.8 shows the role of transcrip-
tion factors and a crucial promoter DNA sequence caled a
TATA box in forming the initiation complex in eukaryotes.

The interaction between eukaryotic RNA polymerase Il and
transcription factors is an example of the importance of protein-
protein interactionsin controlling eukaryotic transcription (as we
will discuss further in Chapter 19). Once the polymeraseis firmly
atached to the promoter DNA, the two DNA strands unwind
there, and the enzyme starts transcribing die template strand.

Elongation of the RNA Strand

As RNA polymerase moves aong the DNA, it continues to un-
twist the double helix, exposing about 10 to 20 DNA bases at
atime for pairing with RNA nucleotides (see Figure 17.7). The
enzyme adds nucleotides to the 3' end of the growing RNA
molecule asit continues along the double helix. In the wake of
thisadvancingwave of RNA synthesis, the new RNA molecule
peels away from its DNA template and the DNA double helix
re-forms. Transcription progresses at a rate of about 60 nu-
cleotides per second in eukaryotes.
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A single gene can be transcribed simultaneously by sever;.!
molecules of RNA polymerase following each other like truck s
in a convoy. A growing strand of RNA trails off from each
polymerase, with the length of each new strand reflecting how
far dong the template the enzyme has traveled from the stat
point (see Figure 17.22). The congregation of many poly-
merase molecules simultaneously transcribing a single gene
increases the amount of mMRNA transcribed from it, which
helps the cell make the encoded proteinin large amounts.

sl 0 Eukaryotic promoters
b commonly include a TATA
= it box, a nudeotide sequence
s WOR containing TATA, about 25
i nucleotides upstream from
| the transcriptional start
=l | point. (By convention,
R | nucleotide sequences are
3 el - given as they occur on the

S moter non-template strand.)
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A. Figure 17.8 The initiation of transcription at a eukaryot ic
promoter. In eukaryotic cells, proteins called transcription factors
mediate the initiation of transcription by RNA polymerase Il




Termination of Transcription

The mechanism of termination differs between prokaryotes
snd eukaryotes. In prokaryotes, transcription proceeds
tirough a terminator sequence in the DNA. The transcribed
terminator (an RNA sequence) functions as the termination
signal, causing the polymerase to detach from the DNA and
release the transcript, which is available for immediate use as
niRNA. In eukaryoles, however, the premRNA is cleaved
f"am the growing RNA chain while RNA polymerase 1l con-
tinues to transcribe the DNA. Specificdly, the polymerase
transcribes a sequence on the DNA called the polyadenylation
sgnal sequence, which codes for a polyadenylation signa
CMUAAA) in the premRNA. Then, at a point about iO to 35
r ucleotides downstream from the AAUAAA signal, proteins
associated with the growing RNA transcript cut it free from
ire polymerase, releasing the preemRNA. The polymerase
continues transcribing for hundreds of nucleotides past the
site where the premRNA was released. Transcription is termi-
mated when the polymerase eventualy fals df the DNA (by a
mechanism that is not fully understood). Once the preemRNA
I.es been made, it is modified during RNA processing, the
{-ipic of our next section.

[} Concept Check © .-

1. Compare and contrast the functioning of DNA
polymerase and RNA polymerase.

2. |s the promoter at the upstream or downstream end
of a transcription unit?

3. In aprokaryote, how does RNA polymerase "know"
where to start transcribing a gene? In a eukaryote?

4. How is the primary transcript produced by a
prokaryotic cell different from that produced by a
eukaryotic cdl?

For suggested answers, see Appendix A.

A modified guanine nucleotide
added to the 5' end

A Figure 17.9 RNA processing: addition  help protect the mRNA from degradation.
When the mRNA reaches the cytoplasm, the
modified ends, in conjunction with certain
cytoplasmic proteins, facilitate ribosome
attachment. The 5' cap and poly-A tail are not

of the 5' cap and poly-A tail. Enzymes
modify the two ends of a eukaryotic pre-mRNA
molecule. The modified ends may promote
lie export of mRNA from the nucleus and

Protein-coding segment
S S e

" .St codon Stop codon’”

Eukaryotic cells modify RNA
after transcription

Enzymes in the eukaryotic nucleus modify premRNA in
specific ways before the genetic messages are dispatched to
the cytoplasm. During this RNA processing, both ends of the
primary transcript are usually altered. Also, in most cases, cer-
tain interior sections of the molecule are cut out and the
remaining parts spliced together. These modifications help
form an molecule that is ready to be trandated.

Alteration of MRNA Ends

Each end of a preemRNA molecule is modified in a particular
way (Figure 17.9). The 5' end, the end transcribed first, is
capped off with a modified form of a guanine (G) nucleotide
after transcription of the first 20 to 40 nucleotides, forming a
5' cap. The 3' end of the premRNA molecule is dso modi-
fied before the mRNA exits the nucleus. Recdl the pre-
mRNA is released soon after the polyadenylation signal,
AAUAAA, istranscribed. At the 3' end, an enzyme adds 50 to
250 adenine (A) nucleotides, forming a poly-A tail. The 5'
cap and poly-A tail share severa important functions. First,
they seem to facilitate the export of ihe mature mRNA from
the nucleus. Second, they help the mRNA from
degradation by hydrolytic enzymes. And third, once the
mRNA reaches the cytoplasm, both structures help ribo-
somes attach to the 5' end of the mRNA. Figure 17.9 shows
a diagram of a eukaryotic mRNA molecule with cap and tail.
The figure aso shows the untranslated regions (UTRs) at the
5" and 3' ends of the mRNA (referred to asthe 5' UTRand 3'
UTR). The UTRs are parts of the mRNA that will not be trans-
lated into protein, but they other functions, such as
ribosome binding.

50 to 250 adenine nucleotides
added to the 3' end

Polyadenyiation signal \
e 3

37 LUTR Poly-A tail

translated into protein, nor are the regions
called the 5' untranslated region (5' UTR) and
3' untranslated region (3' UTR).
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Split Genes and RNA Splicing

The most remarkable stage of RNA processing in the eukary-
alarge portion of the RNA mol-
ecule that is initially synthesized—a cut-and-paste job called
RNA splicing (Figure 17.10). The average length of a tran-
scription unit along a eukaryotic DNA molecule is about
8,000 nucleotides, so the primary RNA transcript is aso
long. But it takes only about 1,200 nuclectides to code for an
average-sized protein of 400 amino acids. (Remember, each
amino acid is encoded by atriplet of nucleotides.) This means

long noncoding stretches of nucleotides, regions that are not
translated. Even more surprising is that most of these non-
coding sequences are interspersed between coding segments
of the gene and thus between coding segments of the
preemRNA. In other words, the sequence of DNA nucleotides
that codes for a eukaryotic polypeptide is usually not contin-
uous; it is split into segments. segments ol
nucleic acid that lie between coding regions are called inter-
vening sequences, or introns for short. The other regions are
caled exons, because they are eventually expressed, usually
by being translated into amino acid sequences. (Exceptions
include the UTRs of the exons a the ends of the RNA, which
make up part of the mRNA but are not translated into pro-
tein. Because of these exceptions, you may it helpful to
think of exons as sequences of RNA that exit the nucleus.)
The terms intron and exon are used for both RNA sequences
DNA sequences that encode them.
In making a primary transcript from a gene, RNA poly-
merase || transcribes both introns and exons from the DNA, but
mRNA molecule that enters the cytoplasm is an abridged
introns are out from molecule and the
exonsjoined together, forming an mMRNA moleculewith a con-
tinuous coding sequence. This is the process of RNA splicing.
How is premRNA splicing carried out? Researchers have
learned that the signal for splicing is a short nucleotide

5' Exon

i

5'UTR

A Figure 17.10 RNA processing: RNA
splicing. The RNA molecule shown here

codes for p-globin, one of the polypeptides of
hemoglobin. The numbers under the RNA refer
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Intron

to codons; (3-globin is 146 amino acids long. The
p-giobin gene and its pre-mRNA transcript have
three exons, corresponding to sequences that will
leave the nucleus as mRNA. (The 5' UTR and 3'

sequence at each end of aniniron. Particles caled smdll nuclear
ribonuclmpmteins, abbreviated S"RNPs (pronounced "snurps’)

recognize these splice sites. As the name implies. snRNPs arJ
located in the cell nucleus and are composed of RNA and pro]
tein molecules. The RNA in a snRNP particleis called asmall
nuclear RNA (snRNA); each moleculeis about 150 nucleotides
long. Severd different sTRNPsjoin with additional proteins to
form an even larger assembly called a spliceosome, which ii
amost as big as with
certain sites along an intron, releasing the intron and joining
together the two exons that flanked the intron (Figure 17.11)

There is strong evidence that s"RNAs play a maor role ii

these processes, as well as in spliceosome assembl”

and splice site recognition.

Ribozymes

The idea of a catalytic role for s"RNA arose from the discover
of ribozymes, molecules that function as enzymes. ITi
some organisms, RNA splicing can occur without proteins o"
additional RNA molecules; The intron RNA functions as it
ribozyme and catalyzes its own excision! For example, in the
protozoan Tetrahymena, self-splicing occursin the production
of ribosoma RNA (rRNA), a component of the organisms

ribosomes. The pre-rRNA actually removes its own introns.
The fact that plays an important
role in alowing certain RNA molecules to function as ribo-
zymes, A region of an RNA molecule may base-pair with k
complementary region elsewhere in the same molecule, thui
imparting specific structure to the RNA molecule as a whole.
Also, some of the bases contain functional groups that may
participate in catalysis. Just as the specific shape of an enzy-
matic protein and the functional groups on its amino acid side
chains alow the protein to function as a catalyst, the structure
of some RNA molecules alows them to function as catalysts,
of ribozymes rendered obsolete the belief

that al biological were proteins.

Exon Intron Exon S

Paly-4 tail

31 104 106 146

Introns cut out arid
exons spliced together

Coding
segMignt i
A

146
3 UTR

UTR are parts of exons because they are includec
in the mRNA; however, they do not code for
protein.) During RNA processing, the introns are
cut out and the exons spliced together.




Termination of Transcription

Thi mechanism of termination differs between prokaryotes
and eukaryotes. In prokaryotes, transcription proceeds
through a terminator sequence in the DNA. The transcribed
terminator (an RNA sequence) functions as the termination
signal, causing the polymerase to detach from the DNA and
release the transcript, which is available for immediate use as
mRNA. In eukaryotes, however, the pre-rnRNA is cleaved
from the growing RNA chain while RNA polymerase Il con-
lirues to transcribe the DNA. Specificdly, the polymerase
transcribes a sequence on the DNA called the polyadenylation
signal sequence, which codes for a polyadenylation signa
(AAUAAA) in the premRNA. Then, at a point about 10 to 35
nt.cleotides downstream from the AAUAAA signa, proteins
associated with the growing RNA transcript cut it free from
the polymerase, releasing the preemRNA. The polymerase
continues transcribing for hundreds of nucleotides past the
ste where the premRNA was released. Transcription is termi-
nated when the polymerase eventually fdls off the DNA (by a
mechanism that is not fully understood). Once the premRNA
has been made, it is modified during RNA processing, the
topic of our next section.

| JConcept Check

1. Compare and contrast the functioning of DNA
polymerase and RNA polymerase.

2. Isthe promoter at the upstream or downstream end
of a transcription unit?

3. In aprokaryote, how does RNA polymerase "know"
where to start transcribing a gene? In a eukaryote?

4. How is the primary transcript produced by a
prokaryotic cell different from that produced by a
eukaryotic cdl?

For suggested answers, see Appendix A-

A modified guanine nucleotide
added to the 5' end

Protein-coding segment

Eukaryotic cells modify RNA
after transcription

Enzymes m the eukaryotic nucleus modify premRNA in
specific ways before the genetic messages are dispatched to
the cytoplasm. During this RNA processing, both ends of the
primary transcript are usualy altered. Also, in most cases, cer-
tain interior sections of the molecule are cut out and the
remaining parts spliced together. These modifications help
form an mRNA molecule that is ready to be trandated.

Alteration of MRNA Ends

Each end ot a pre-mRNA molecule is modified in a particular
way (Figure 17.9). The 5 end, the end transcribed firg, is
capped df with a modified form of a guanine (G) nucleotide
dter transcription of the firgt 20 to 40 nucleotides, forming a
5' cap. The 3' end of the premRNA molecule is also modi-
fied before the mRNA exits the nucleus. Recdl that the pre-
mRNA is released soon after the polyadenylation signal,
AAUAAA, istranscribed. At the 3' end, an enzyme adds 50 to
250 adenine (A) nucleotides, forming a poly-A tail. The 5
cap and poly-A tail share several important [unctions. First,
they seem to facilitate the export of the mature mRNA from
the nucleus. Second, they help protect the mRNA from
degradation by hydrolytic enzymes. And third, once the
mRNA reaches the cytoplasm, both structures help ribo-
somes attach to the 5' end of the mRNA. Figure 17.9 shows
a diagram of a eukaryotic mRNA molecule with cap and talil.
The figure also shows the untranslated regions (UTRs) at the
5 and 3" ends of the mRNA (referred to asthe 5' /TR and 3'
UTR). The UTRs are parts of the mRNA that will not be trans-
lated into protein, but they have other functions, such as
ribosome binding.

50 to 250 adenine nucleotides
added to the 3' end

Polyadenylatlon signal

- | 5 Cap & UTI'

* Figure 17.9 RNA processing: addition
of the 5' cap and poly-A tail. Enzymes
modify the two ends of a eukaryotic pre-mRNA
molecule. The modified ends may promote

the export of mRNA from the nucleus and

a’ !'.

““Start codon

help protect the mRNA from degradation.
When the mRNA reaches the cytoplasm, the
modified ends, in conjunction with certain
cytoplasmic proteins, facilitate ribosome
attachment. The 5' cap and poly-A tail are not

Stop codon” Ty
=i UH{ Poly-A tail

translated into protein, nor are the regions
called the 5' untranslated region (5' UTR) and
3' untranslated region (3' UTR}.
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Split Genes and RNA Splicing

The most remarkable stage of RNA processing in the eukary-
otic nucleus is the removal of alarge of the RNA mol-
ecule that is initialy synthesized—a cut-and-paste job caled
RNA splicing (Figure 17.10). average length of a tran-
scription unit aong a eukaryotic DNA molecule is about
8,000 nuclectides, so the primary RNA transcript is also that
long. But it takes only about 1,200 nucleotides to code for an
average-sized protein of 400 amino acids. (Remember, each
amino acid is encoded by atriplet of nucleotides.) This means
that most eukaryotic genes and their transcripts have
long noncoding stretches of nucleotides, regions are not
translated. Even more surprising is that most of these non-
coding sequences are interspersed between coding segments
of the gene and thus between coding segments of the
premRNA. In other words, sequence of DNA nucleotides
that codes for a eukaryotic polypeptide is usualy not contin-
uous, split into segments. The noncoding segments of
nucleic acid that lie between coding regions are called inter-
vening sequences, or introns for short. The other regions are
called exons, because they are eventually expressed, usually
by being translated into amino acid sequences. (Exceptions
include the exons a the ends of the RNA, which
make up part of the mRNA but are not transated into
of these exceptions, you may find it helpful to
sequences of that exit the nucleus.)
The terms intron and exon are used for both RNA sequences
and the DNA sequences that encode them.

In making a primary transcript from a gene, RNA poly-
merase 11 transcribes both introns and exons from the DNA, but
the mRNA molecule that enters the cytoplasm is an abridged
version. The introns are cut out from the molecule and the
exonsjoined together, forming an mMRNA molecule with a con-
tinuous coding sequence. Thisiis the process of splicing.

How is premRNA splicing carried out? Researchers have
learned that the signal RNA splicing is a short nucleotide

5' Exon

fntron

. mRNA

N
5'UTR

A Figure 17.10 RNA processing: RNA
splicing. The RNA molecule shown here
codes for p-globin, one of the polypeptides of
hemoglobin. The numbers under the RNA refer
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to codons; p-globin is 146 amino acids long. The
|3-globin gene and its pre-mRNA transcript have
three exons, corresponding to sequences that will
leave the nucleus as mRNA. (The 5' UTR and 3'

sequence a each end of an intron. Particlescalled small nuclear
ribonucleoproteins, abbreviated snRNPs(pronounced snurps”),
recognize these splice sites. As the name implies, snRNPs are
located in the cdll nucleus and are composed of RNA and pro-
tein molecules. The RNA in a snRNP particle is called a small
nuclear RNA (snRNA); each moleculeis about 150 nucleotides
long. Severd different shRNPsjoin with additional proteins to
form an even larger assembly called a spliceosome, which is
amost as big as a ribosome. The spliceosome interacts with
certain sites aong an intron, releasing the intron and joining
together the two exons that flanked the intron (Figure 17.11).
There is strong evidence that snRNAs play a mgjor role in
these catalytic processes, as well as in spliceosome assembly
and splice site recognition.

Ribozymes

The idea of a catalytic role for snRNA arose from the discovery
of ribozymes, RNA molecules that function as enzymes. In
some organisms, RNA splicing can occur without proteins or
additional RNA molecules: The intron RNA functions as a
ribozyme and catalyzes its own excision! For example, in the
protozoan Tetrahymena, self-splicing occurs in the production
of nbosoma RNA (rRNA), a component ot the organism's
ribosomes. The pre-rRNA actualy removes its own introns.

The fact that RNA is single-stranded plays an important
role in alowing certain RNA molecules to function as ribo-
zymes. A region of an RNA molecule may base-pair with a
complementary region elsewhere in the same molecule, thus
imparting specific structure to the RNA molecule as a whole.
Also, some of the bases contain functiona groups that may
participate in catalysis, just as the specific shape of an enzv-
matic protein and the functiona groups on its amino acid sice
chains alow the protein to function as a catalyst, the structure
of some RNA molecules dlows them to function as catalysts,
too. The discovery of ribozymes rendered obsolete the belief
that al biological catalysts were proteins.
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UTR are parts of exons because they are included
in the mRNA; however, they do not code for
protein.) During RNA processing, the introns are
cut out and the exons spliced together.




RNA transcript (pre-mRNA)

Exon 1 Exon 2

A Figure 17.11 The roles of snRNPs and spliceosomes in
pre-mRNA splicing. The diagram shows only a portion of the pre-
rTRNA transcript; additional introns and exons lie downstream from
the ones pictured here. © Small nuclear ribonucleoproteins (snRNPs)
and other proteins form a molecular complex called a spliceosome on
a pre-mRNA containing exons and introns. © Within the spliceosome,
snRNA base-pairs with nucleotides at specific sites along the intron.
€& The RNA transcript is cut, releasing the intron and at the same time
splicing the exons together. The spliceosome then comes apart,
releasing spliced mRNA, which now contains only exons.

The Functional and Evolutionary Importance of Introns

What are the biologica functions of introns and RNA splic-
ilg? One ideais that introns play regulator}™ roles in the cdll;
at least some introns contain sequences that control gene ac-
tivity in some way. And the splicing process itsdlf is necessary
for the passage of MRNA from th