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Preface

I have written An Introduction to International Economics: New Perspectives on the World
Economy for one- and two-semester courses in international economics, primarily
targeting non-economics majors and programs in business, international relations,
public policy, and development studies. The book assumes a minimal background in
microeconomics, namely, familiarity with the supply and demand diagram and the
production possibilities frontier diagram, along with basic algebra. It goes beyond
the usual trade—finance dichotomy to give equal treatment to four “windows” on the
world economy: international trade, international production, international finance,
and international development. It also takes a practitioner point of view rather than a
standard academic view. In one semester, there won’t be time to cover all the book’s
chapters. In this case, the instructor can use the following table as a rough guide to
choosing among chapters.

I have written the book to make international economics accessible to a wider student
and professional audience than has been served by many international economics texts.
I hope I have at least partially succeeded in this effort.

The book has an informal website to which I will be posting occasional updates as
events and new research inevitably move forward. I would invite the reader to visit this
website periodically: http://iie.gmu.edu.
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Windows on the World
Economy



WINDOWS ON THE WORLD ECONOMY

In the late 1990s, I met an anthropology student who had just returned from a year in
Senegal. As soon as she learned that I was an international economist, she asked, “Can
you tell me about the CFA franc devaluation? Why was it necessary? It has made life very
difficult in Senegal.” Some years later, I met a religion student who had just returned
from a semester of working in a health clinic in Haiti. As soon as he learned that I was
an international economist, he asked, “Can you tell me about structural adjustment
programs? I'm concerned about how they are being applied to Haiti.” More recently,
my son’s school bus driver quizzed me about the Doha Round of multilateral trade
negotiations.

These are not rare incidents. I receive such inquiries on a routine basis from all sorts
of people. Increasingly, it seems, more and more of us — religion students, bus drivers,
as well as economics and business students — need to know something about the world
economy. Why is this? Put simply, the world economy impacts us all in increasingly
significant ways. It has become very difficult to take shelter in our academic majors
and professions without being knowledgeable about the fundamentals of international
economics. Increasingly, trade flows, exchange rates, and multinational enterprises
matter to us all, even if we would prefer that they did not. The global financial crisis
that began in 2007 made this apparent in the most dramatic way.

As a consequence of these changes, students and professionals, and, more broadly,
citizens now have significant concerns about “globalization.” Shortly before the failed
Seattle Ministerial Meeting of the World Trade Organization (WTO) in December 1999,
for example, I received a phone call from a former student. She was about to travel
to Seattle to join in the protests against the WTO. She knew that I had spent a brief
amount of time at the WTO and, before she set off, she wanted to raise her concerns
about globalization and the impact it was having on rural economies in the United
States with me. The Seattle Ministerial was a failure, in part because of the efforts of my
former student and her fellow protesters. The same was true of the Canctin Ministerial
Meeting of 2003.

Were my student’s concerns well placed? Is globalization the evil that some contend it
tobe? Or, isit the unmitigated good that others contend it is? Most likely, the actualities of
globalization are more variegated than the good—evil dichotomy that is often invoked.
For example, in an analysis of the effects of various globalization processes on the
developing world, Goldin and Reinert (2007) stated that, “The relationship between
globalization and poverty is not well understood. . .. By examining both the processes
through which globalization takes place and the effects that each of these processes has
on global poverty alleviation, current discussions can be better informed” (p. 1).

Better informing students and professionals about globalization is an important
component of this book; exploring key aspects of globalization is one of the tasks we
take up here. We will try to explore the world economy and globalization in as balanced
a manner as possible. This will help us develop informed views and opinions, whatever
they might be. Developing informed views and opinions requires a serious study of
international economics. This field of study is typically divided into two parts: inter-
national trade and international finance. Indeed, these two parts often constitute the
only two courses in a standard “core-course” series. In this book, however, we approach
things differently. Acknowledging the diverse interests of students and professionals, as
well as the diverse aspects of the world economy, we explore four different windows on
the modern world economy. These are international trade, international production,
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international finance, and international development. Let us briefly consider each of
these in turn.

INTERNATIONAL TRADE

Our first window on the world economy is international trade.! International trade
refers to the exchange of goods and services among the countries of the world. In the
previous sentence, the “and” between “goods” and “services” is important. We typically
picture international trade as involving only goods, such as steel, automobiles, wine,
or bananas. However, this view is incomplete. It is important to acknowledge that a
significant portion of world trade is composed of trade in services. Financial services,
architectural services, and engineering services are all traded internationally. In fact,
trade in services is about one-fourth the volume of trade in goods.?

International trade in goods and services is playing an increasing role in the world
economy. Consider the data presented in Figure 1.1. This figure plots two series of data
for the years 1980 to 2009. The first series, represented by a dashed line, is inflation-
adjusted world gross domestic product (GDP), a measure of world output. It has been
normalized so that the value in 1980 is 100, and the values for each subsequent year are

! Every time you encounter a term in bold face in this book, you can find its definition in the glossary.

2 Tt is sometimes said that the word “goods” refers to things you can drop on your toe. Therefore, “services” refers
to things you cannot drop on your toe! More formally, goods are tangible and storable, whereas services are
intangible and non-storable. On trade in services, see Francois and Hoekman (2010).



WINDOWS ON THE WORLD ECONOMY

measured relative to 1980. The second series, represented by a solid line, is inflation-
adjusted world exports.® This series has been normalized in the same way as the GDP
series. As you can see in this figure, over the decades considered, trade activity increased
faster than production activity in the world economy. This is one of the main features
of globalization, namely the expansion of exchange of goods and services among the
countries of the world. You can also see that trade decreased more quickly in 2009 than
did production in response to the global recession of that year.

There are many reasons for the expansion of world trade, as shown in Figure 1.1.
During the 1970s, arevolution in global goods shipping began with the use of containers;
ships built to carry thousands of increasingly standardized, 20-foot containers; and
ports redesigned to handle these ships and containers efficiently. This was followed
by a revolution in information and communications technology (ICT) that greatly
enhanced the ability of firms to coordinate both international trade logistics and, more
generally, international production systems. Advances in ICT also greatly facilitated
some types of services trade via electronic commerce. ICT subsequently enhanced the
development of container shipping to such an extent that, to paraphrase Levinson (2006,
p. 267), the container, combined with the computer, opened the way to globalization.
Furthermore, an era of trade liberalization began with the lowering of tariff barriers both
unilaterally and through regional and multilateral initiatives. All these factors helped to
contribute to a world economy in which international trade relations grew increasingly
important.

You will begin to understand the major factors underlying international trade in
Part I of this book. We will apply standard microeconomic thinking in analyzing both
trade and trade policies. You will also be introduced to a set of key policy issues
surrounding the management of international trade, including issues pertaining to the
WTO and to preferential trade agreements such as the North American Free Trade
Agreement (NAFTA) and the Association of Southeast Asian Nations (ASEAN). A full
understanding of the factors underlying international trade, however, also requires
an understanding of international production, which is discussed in Part IT of this
book.

INTERNATIONAL PRODUCTION

Our second window on the world economy is international production. Production
patterns in the modern world economy can be relatively complex. For example, when
my children were toddlers, one of their favorite books was Bear’s Busy Family, published
by Barefoot Books. Featured in Inc. Magazine in 2006, Barefoot Books was founded
in 1993 by Tessa Strickland and Nancy Traversy. It was initially run from their homes
in the United Kingdom (where burgeoning inventory broke a table), but subsequently
expanded with a flagship store in Cambridge, Massachusetts, in the United States. In
the case of Bear’s Busy Family, the color separation was done in Italy and the actual
printing in Malaysia. So the book my children held with such interest in their hands
was a result of a production process that took place in four countries. Production of a
product in multiple countries is what we mean by international production.

3 Note that world imports track world exports very closely, so we can use the level of exports as a proxy for the
overall level of world trade.
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Figure 1.2. Nominal FDI Inflows to Low, Middle, and High Income Countries, 1984 to 2009.
Source: World Bank, World Development Indicators

At the broadest level, international production can take place through two modes:
contracts (international licensing and franchising) and foreign direct investment (FDI)
undertaken by multinational enterprises (MNEs). Contracting is an arm’s length
relationship across national boundaries that can be described as a low-commitment—
low-control option. FDI involves firms based in one country, owning at least 10 percent
of a firm producing in another country and thereby exerting management influence. It
can be described as a high-commitment—high-control option. MNEs are now a major
component of the world economy. To see this, consider the following facts:

MNEs account for approximately one-fourth of world GDP.

The sales of foreign affiliates of MNEs now exceed the volume of world trade.
MNEs are involved in approximately three-fourths of all world trade.
Approximately one-third of world trade takes place within MNEs.

MNEs account for approximately three-fourths of worldwide civilian research
and development.

M e

A series of data on global FDI inflows from 1984 to 2009 is provided in Figure 1.2.
The inflows are broken down among low-income, middle-income, and high-income
countries that host the FDL. It is clear that the 1990s experienced a large surge of FDI
flows, mostly into high-income countries and partly reflecting an upturn in mergers and
acquisitions activity. What is also clear, however, is that the middle-income countries of
the world are hosting a growing amount of FDI. FDI inflows into low-income countries
are both very low and stagnant, with these members of the global economic community
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largely excluded from this important part of economic globalization. Finally, as a result
of the financial crisis and global recession, FDI flows decreased substantially in 2008
and 2009.

What has accounted for the long-term increase in FDI activity in middle- and
high-income countries? Two relevant factors mentioned earlier in our discussion of
international trade include improvements in transportation and ICT. Add to these
factors an expansion of global mergers and acquisition activity, particularly in the
services sector (finance, transport, and communications). Indeed, services began to
account for approximately half of FDI flows in the 1990s. Furthermore, many countries
in the developing world began to shift from a policy posture of antipathy toward FDI
inflows to one of relative friendliness. For example, this accompanied the well-known
rise of FDI flows into China.

As the preceding facts and data indicate, the operation of MNEs is another main
feature of globalization. In Part II of this book, you will gain an understanding of
MNE:s and their role in international production. This includes an appreciation of the
relatively complex decisions facing global firms, the function of global production
networks (GPNs), and the management issues that arise when firms are spread across
international borders. You will also gain an appreciation of the role of migration in
international production.

INTERNATIONAL FINANCE

Our third window on the world economy is international finance. Whereas interna-
tional trade refers to the exchange of goods and services among the countries of the
world, international finance refers to the exchange of assets among these countries.
Assets are financial objects characterized by a monetary value that can change over
time. They make up the wealth portfolios of individuals, firms, and governments. For
example, individuals and firms around the world conduct international transactions
in currencies, equities, government bonds, corporate bonds (commercial paper), and
even real estate as part of their management of portfolios. The way in which the prices of
these assets change in response to these international transactions affects the countries
of the world in important ways. Additionally, as we will see, these transactions can
provide a source of savings to countries over and above the domestic savings of their
households and firms.

International finance plays an increasingly important role in the world economy. We
can see this by considering foreign exchange transactions. Foreign exchange transactions
are much larger than trade transactions. For example, Figure 1.3 plots two variables for
3-year intervals between 1989 and 2010. The first variable, plotted as the vertical bars
in reference to the lefthand scale (lhs), is daily foreign exchange turnover as measured
by the Bank for International Settlements (BIS) in its triennial April surveys. Despite
a downturn in 2001, the total foreign exchange turnover increased substantially over
time. Observers were amazed when it broke US$1 trillion in 1995, but in 2010 it reached
US$4 trillion!

The second variable plots the annualized foreign exchange turnover (assuming con-
stant turnover each day) as a multiple of total world exports in reference to the right-
hand scale (rhs), but only up to 2007. As you can see, foreign exchange turnover is 60
to 70 times the value of exports. This makes it strikingly clear that, on an annual basis,
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Figure 1.3. Daily Foreign Exchange Market Turnover and Annualized Multiple of Exports (billions of U.S.
dollars on lhs and multiple of exports on rhs). Sources: Bank for International Settlements Triennial Central
Bank Surveys and World Bank, World Development Indicators. Note: The multiple of exports assumes a
constant foreign exchange turnover each day of the year.

global transactions in foreign exchange dwarf global trade transactions. International
finance matters.

Another important feature of international finance has emerged in recent years. A
typical expectation in the field of international finance is that developing countries will
naturally receive net inflows of capital and invest them at relatively high rates of return,
with this capital being supplied by developed countries with relatively low rates of
return. Since 2000, however, this pattern has been reversed. Largely as a result of deficits
in the United States (U.S. citizens spending in excess of national savings), the developing
world is now a significant exporter of financial capital rather than an importer. As of
2008, the capital exports of the developing world exceeded US$500 billion. This is a
major new development in international finance.

The importance of international finance, seen in Figure 1.3, became very evident in
the later part of the 1990s. During this time, investors quickly sold assets in Mexico,
Thailand, Indonesia, the Philippines, Russia, and Brazil, causing balance of payments
and financial crises. This was a process known as capital flight. Capital flight involves
investors selling a country’s assets and reallocating their portfolios into other countries’
assets. Beginning in mid-2008, the power of international finance again became evident
in the form of a global crisis with roots in the United States housing market. Losses
in housing mortgages were transmitted around the globe via a pyramid of financial
instruments related to this sector. This was the result of banks taking loans that would
have traditionally remained on their books, repackaging them in the form of asset-based
securities, and trading these securities internationally. This provided a mechanism for a
crisis involving new financial products that originated in one country to take on a global
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Table 1.1. Measures of living standards (2008, except where indicated)

PPP GDP Human
per capita Life expectancy Adult literacy development
Country (U.S. dollars) (years) (percent) index (0 to 1)
Ethiopia 869 55 36 (2004) 0.414
India 3,032 64 63 (2006) 0.612
China 6,195 73 91 (2000) 0.772
Costa Rica 11,250 79 95 (2000) 0.854
South Korea 26,875 80 . 0.937
United States 47,210 79 . 0.956

Source: World Bank, World Development Indicators and United Nations Development Program

profile that has yet to be resolved at the time of this writing. As noted in the Financial
Times in 2008, “The global system has shifted from financing anything, however crazy,
to refusing to finance anything, however sensible.”

This crisis did not just affect the United States. Its most severe effects have been felt in
Europe — first in the United Kingdom, and then in Portugal, Italy, Ireland, Greece, and
Spain. The crises in Greece and Ireland have been particularly acute, and the European
Union has struggled to contain the damage to its political and economic integration.
Watching the United States and the European Union succumb to financial instability
has given many experts and policymakers pause.

As we can see, international finance is a realm of increasing importance in the
modern world economy. You will enter into this realm in Part III of this book.
You will learn about open-economy accounting, exchange rate determination, the
international monetary system, and financial crises. Throughout Part III, the asset
considerations that set international finance apart from international trade will be
paramount.

INTERNATIONAL DEVELOPMENT

The fourth and final window on the world economy is international development. The
processes of international trade, international production, and international finance
reflect the many goals of their participants. From a public policy perspective, however,
it is hoped that these three processes will contribute to improved levels of welfare
and standards of living throughout the countries of the world. Two major issues are
involved here. The first is how we conceptualize levels of welfare or standards of living.
The second is how the processes of international trade, production, and finance support
or undermine international development.

One inclusive, although not uncontroversial, measure of these differences in living
standards is the human development index (HDI) measured by the United Nations
Development Program (UNDP). For our purposes here, suffice it to say that the HDI
reflects per capita income (adjusted for cost of living), average life expectancy, and
average levels of education. Some data on these measures for the year 2005, as well as
on the HDI itself, are presented for a small sample of countries in Table 1.1.

As we can see from the data presented in Table 1.1, there is a wide range in measures
of well-being among the countries of the world. GDP per capita ranges from less than
US$1,000 in Ethiopia to approximately US$47,000 in the United States, a factor of
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50 in this standard measure of economic development.* Life expectancies range from
55 years in Ethiopia to 80 in South Korea (and even 83 in Japan). Low life expectancies
often reflect high mortality among infants and children — sadly, nearly 10 million of
whom perish each year. Literacy rates range from less than 40 percent of the population
in Ethiopia to near-universal literacy in other countries. When combined into the single
measure of the HDI, we see a wide variance as well, with a variation of approximately
0.41 to 0.96. However we view development (income, health, or education), its level
varies widely among the countries of the world.

The variation in development indicators reflects the fact that economies around the
world differ in their productive capacities. For example, Florida (2005) constructed a
world map that proxies productive capacities with nighttime light emissions in which
higher emission levels appear as raised surfaces above the earth. Florida described
the result as follows: “U.S. regions appear almost Himalayan on this map. From their
summits one might look out on a smaller mountain range stretching across Europe,
some isolated peaks in Asia, and a few scattered hills throughout the rest of the world”
(p-49). Florida refered to this pattern of development as “spiky globalization,” a pattern
that confronts the world with a significant and persistent development challenge to raise
productive capacities.

You will begin to understand how the activities of international trade, production,
and finance affect international development in Part IV of this book. In Part IV, we
consider alternative concepts of development, the way trade can contribute to economic
growth, the process of hosting MNEs, and the role of the World Bank and structural
adjustment in developing countries. These intersections of our windows on the world
economy are critical for improving the well-being of (literally) billions of individuals
worldwide.

CONNECTING WINDOWS

Each of our four windows on the world economy — trade, production, finance, and
development — offers a view, but each has a frame. That is, each window offers some
insight into the world economy, an insight that needs to be supplemented by one or
more of the other windows. Let me give you an example. In 1991, I was working for the
U.S. International Trade Commission (USITC) in Washington, DC. At that time, most
of my efforts were dedicated to analyzing the trade effects of the North American Free
Trade Agreement (NAFTA). Based on the narrow trade window, I was excited about
Mexico’s prospects. One day, the USITC received a delegation from Mexico, and I had
an hour-long appointment with a Mexican economist accompanying the delegation. As
it turned out, he was as worried about Mexico’s prospects, even as I was excited. During
our conversation, he said, “I am very worried about the future. All of the excitement
over NAFTA is causing an inflow of portfolio investment. It is very short term, and it
is financing a large trade deficit. It could turn around in a day! And then where will we
be?”

As it turned out, this Mexican economist was right. The portfolio investment did
turn around and cause a crisis in late 1994 and early 1995. My window on the Mexican

* The GDP per capita measures are purchasing power parity measures, which adjust for differences in costs of
living among countries (see Chapter 20).
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economy was insufficient to allow me (and many other trade economists) to appreciate
where Mexico was heading. The Mexican economist was more attuned to the realities
of the Mexican economy because he was viewing it through more than one window.
He was using the window of international finance as well.

I want to suggest that you take the integrated view illustrated in Figure 1.4. In the
figure, the four windows of our book are represented with four boxes. More important,
there are six connections among the windows, represented by double-headed arrows.
These are the connections among our four windows that we must keep in mind. NAFTA
was an agreement for liberalizing trade and investment among the countries of North
America, but its effects went beyond the trade and production windows to the finance
window. The financial crises of the 1990s took place in the realm of international finance,
but the effects were strongly transmitted to the realm of international development:
standards of living fell. So as you proceed through the remainder of this book, it will be
important for you to identify connections among the four windows.

Figure 1.4 helps us to be cognizant of the connections among the four aspects of
international economics that you will explore in this book; however, we must keep in
mind that there are additional realms that affect the way in which the world economy
evolves over time. These are technology, politics, culture, and the environment. At various
points in the book, we discuss how these factors play important roles. It is fair to say that
the boxes and arrows in Figure 1.4 should be thought of as being strongly influenced
by technological, political, cultural, and environmental factors. The accompanying box
takes up technology in the form of ICT. We must also say a few words about politics,
culture, and the environment.

ICT in the World Economy

As a dynamic, driving force for global economic change, technology is central. Indeed,
a large part of the globalization process can be attributed to revolutions in information
and communication technologies (ICT). It is ICT that allows an employee of Philips,
the Dutch consumer-electronics firm, to use the Internet in order to adjust a television
assembly line process in the Flextronics factory in Guadalajara, Mexico. It is ICT that
allows a fund manager in London to quickly buy or sell equities on the Johannesburg
stock exchange. Most recently, new ICT technologies in the area of “telepresence” (e.g.,
Hewlett-Packard’s Halo system) allow teleconferencing to move into a new era in which it
appears that participants half a world away are sitting across the table, greatly enhancing
global coordination and reducing the need for international travel.

In the realm of international production, ICT has had a somewhat unusual impact of
moving production in two opposing directions: toward greater global integration and
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toward selective disintegration of production systems. Communication and coordination
costs of multinational production have long been a deterrent to FDI, requiring that
MNEs possess offsetting advantages before engaging in successful foreign production.
Advances in ICT have lowered these costs, contributing to increased integration of
global production systems. Swissair, for example, has set up an accounting subsidiary
in Mumbai, India. Because close of business in Switzerland corresponds to morning in
Mumbai, this accounting work is done on an overnight basis from the Swiss standpoint.
This is an example of services being globalized but remaining internal to the firm.

At the same time, however, a second process has been at work. Improvements in ICT
have resulted in firms contracting out on a global basis functions that they used to carry
out in-house. This process has become known as “outsourcing.” For example, many
U.S. firms now contract their software development to Indian firms, notably to Tata
Consultancy Services and Tata Unysys Ltd. Also, a number of hospitals in the United
States now contract with Indian firms for medical transcription services, making use of
satellite technology. These are example of services being globalized while being external
to the firm.

Both of the preceding scenarios, FDI and outsourcing, are made possible by advances
in ICT thatare only a few decades old. These advances are causing a global reconfiguration
of the way work is carried out. This is a process that has not yet reached its final destination
point but has already had revolutionary impacts on the world economy.

Sources: Dicken (2007) and The Economist (2000, 2007)

In an ideal world, countries would interact with one another within the multilateral
framework of international law, committed to dispute resolution procedures, conflict
prevention, transparency, and respect for human rights. We do not live in this ideal
world: country governments do not always respect international law, and armed, non-
state actors exert their own influence across national boundaries. Consequently, political
events of all magnitudes continually impact the world economy. Civil and international
conflicts dramatically affect the supply sides of national economies, bias government
expenditures toward armaments, and promote the role of militaries in national gov-
ernments. These national governments themselves are of varying degrees of strength
and capability, from effective to outright failed. Political instability in struggling states
affects all four windows on the world economy, but impinges on international develop-
ment most strongly and negatively. Consequently, the best-intentioned developments
in the world of international economic policy can come to naught in our less-than-ideal
political world.

Culture is as real as it is difficult to define, and we usually do not notice it until
our own cultural norms have been seriously violated. It is popular to depict cultural
clashes as inevitable and growing in strength in the form of a “clash of civilizations”
and to further define this clash as one that is occurring between Islam and Christianity.
Many of these claims do not stand up to close scrutiny. For example, Sen (2006) noted
that India is considered to be central to the “Hindu world,” but has more Muslim
citizens than most of the countries classified as part of the “Muslim world.” That said,
it is nevertheless important to recognize that the extent to which cultural conflicts are
managed (at the level of international politics or within a single MNE) matters a great
deal to the evolution of the world economy. We should not discount the importance of
culture.
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The environmental issue as it relates to the world economy has developed along a
number of tracks. There are global issues such as climate change, regional issues such as
the environmental impacts of NAFTA, and local issues related to globalization such as
toxic waste dumping. A common theme related to the politics of environmental issues is
the importance of a multilateral approach to environmental problems, which is embod-
ied in “multilateral environmental agreements,” or MEAs.”> MEAs include the Conven-
tion on International Trade in Endangered Species of Wild Fauna and Flora (CITES), the
Montreal Protocol on Substances that Deplete the Ozone Layer (Montreal Protocol), the
Convention on Biological Diversity (CBD), the Kyoto Protocol to the UN Framework
Convention on Climate Change (Kyoto Protocol), and the Convention on Biological
Diversity (CBD). The hope of many working in this realm is that MEAs will help the
world economy avoid the dangers of serious and irreversible environmental harm.

It is important for us to appreciate the extent to which the political, cultural, envi-
ronmental, and economic can be deeply entwined. I once had the opportunity to talk
at length with Dr. Owens Wiwa, the brother of Ken Saro-Wiwa, a member of the Ogani
people of the Niger delta. Dr. Wiwa informed me of his brother’s campaign against
the environmental damage resulting from oil exploration in the Niger delta for which
he was eventually executed by the Nigerian government. One particular fact pressed
upon me by Dr. Wiwa was that the gas flaring within the region takes place hori-
zontally across the ground rather than vertically, as is typical practice. Despite being
a handy way to dry laundry, this has had severe environmental and health impacts.
Today, one can view these gas flares on Google Images, and the Niger delta is in a
near civil war. Global production of petroleum has gravely affected the politics, culture,
and environment of this particular region of the world economy. Other examples of
the way political, cultural, and environmental issues interact are common around the
globe.

ANALYTICAL ELEMENTS

Aswe begin to examine the four windows of the world economy, we will utilize a number
of analytical elements to improve our understanding of many complex processes. These
are simultaneously actual elements at work in the real world economy and conceptual
elements of the various models used by researchers to understand the world economy.
We will rely on seven such analytical elements:

1. Countries. These are the states of the world economy, their national governments,
serving as “home” to both firms and residents.

2. Sectors. These are categories of production defined largely in terms of final goods.
An example is the automotive sector.

3. Tasks. On occasion, we are going to need to recognize that production in a partic-
ular sector involves a number of steps or separate tasks. Automobile production
moves from a chassis to engine mounting to body mounting, for example.

4. Firms. Production in any sector of a country is undertaken by firms, either purely
local or MNEs.

5. Factors of production. Production in any sector of a country undertaken by a firm
makes use of various factors of production. Automobile production uses labor
and physical capital.

5 On MEAs, see Runge (2009).
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6. Currencies. Most (not all) countries in the world economy have a separate cur-
rency in which transactions with other countries take place through foreign
exchanges.

7. Financial assets. Both countries and firms issue various types of financial assets,
denominated in a particular currency, that can be bought to be part of wealth
management portfolios by other countries, other firms, and residents of any
country.

These are the seven analytical elements that we will draw upon in various combina-
tions as we move through the chapters of this book. In each chapter, I will let you know
at the beginning what elements we are going to use.

CONCLUSION

It is becoming increasingly difficult for us to ignore the important realities of the world
economy. Students and professionals of many types are finding that a basic under-
standing of international economics is necessary for them to operate successfully in the
world. Perhaps you have the same experience. A thorough understanding of the world
economy involves the study of four realms of international economics: international
trade, international production, international finance, and international development.
These are the four windows on the world economy that we explore in this book.

International trade is increasing faster than global production. International produc-
tion, meanwhile, is taking on more and more complex forms, involving both contractual
arrangements and FDI. FDI is undertaken by multinational enterprises, and these orga-
nizations play a critical role in the world economy that cannot be ignored. However,
as we have seen, viewing the world through trade and production windows is also
incomplete. The realm of international finance is paramount, with foreign exchange
transactions dwarfing trade transactions.

It is hoped that international trade, international production, and international
finance will contribute positively to international development, improving welfare
and living standards. Understanding how this occurs (or does not occur) provides an
important fourth window on the world economy.®

These four windows — trade, production, finance, and development — must be seen
as connected. Furthermore, these four windows are strongly affected by the realms
of technology, politics, culture, and the environment. The task of understanding how
these four windows and the four larger realms (technology, politics, culture, and the
environment) evolve over time in a system of globalization is not, to say the least, an easy
one. Indeed, it takes us far beyond the scope of this book. However, with persistence
and some patience, you will begin to build an intellectual foundation for understanding
this system in the remaining chapters.

REVIEW EXERCISES

1. Why are you interested in international economics? What is motivating you?
How are your interests, major, or profession affected by the world economy?

2. What are the four windows on the world economy?

3. What is the difference between trade in goods and trade in services?

© On this important issue, see Goldin and Reinert (2007).
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4. Whatis the difference between international trade and foreign direct investment?

5. What is the difference between international trade and international finance?

6. Identify one way in which the activities of international trade, finance, and
production could positively contribute to international development. Identify
one way in which these activities could negatively contribute to international
development. How could you demonstrate that the activities have either a positive
or negative impact on development?

FURTHER READING AND WEB RESOURCES

Osterhammel and Petersson (2005) present a concise history of globalization accessible
to a broad audience. Dicken (2007) and Dunning and Lundan (2008) look at foreign
direct investment in recent decades, and Prahalad and Lieberthal (2008) provide a
short, interesting assessment of FDI in developing countries. On international trade,
see Hoekman and Kostecki (2009). Eichengreen (2008) gives an excellent history of
international finance, and the Financial Times (2008) takes a brief look at its recent
failure. Szirmai (2005) and Goldin and Reinert (2007) examine the relationship of
a number of aspects of globalization to development and poverty alleviation, Sen
(2006) effectively addresses cultural issues in a global perspective, and Speth and Haas
(2006) address global environmental issues. Finally, Reinert et al. (2009) have edited a
comprehensive encyclopedia of the world economy directly relevant to the four windows
on the world economy examined here.

The Peterson Institute for International Economics in Washington, DC, provides
timely and readable analyses of many issues in international economics. Its website
is www.iie.com. Two quality sources on international economic developments are
The Economist and The Financial Times. Their websites are www.economist.com and
www.ft.com. Important institutions of the world economy include the World Trade
Organization (www.wto.org), the World Bank (www.worldbank.org), and the Interna-
tional Monetary Fund (www.imf.org).
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ABSOLUTE ADVANTAGE

Throughout most of the 1980s, Vietnam imported rice. In 1989, however, Vietnam
exported more than 1 million tons of rice. In the 1990s, its annual rice exports increased
to more than 3 million tons. Despite a fall in rice exports in 2004, Vietnam was
expected to export 6 million tons of rice in 2009. As discussed in Goldin and Reinert
(2007, Chapter 3) and Heo and Doanh (2009), despite being the staple consumption
crop in Vietnam, the expansion of rice exports helped to alleviate poverty in that
country through increased employment and wage income. This beneficial increase in
rice exports represents one important aspect of Vietnam’s entry into the world economy
through the process of trade expansion we discussed in Chapter 1.

Why does a country export or import a particular good? This chapter takes a first step
in helping you answer this fundamental question by utilizing a framework that should
be familiar to you from your introductory economics class: the supply and demand
diagram. We will use this diagram to illustrate an important concept in international
economics, that of absolute advantage. Absolute advantage refers to the possibility
that, due to differences in supply conditions, one country can produce a product at a
lower price than another country.! In this chapter, we consider the product rice and the
fact that Vietnam can produce rice more cheaply than Japan. This situation causees rice
to be exported from Vietnam to Japan. It also involves what international economists
call the gains from trade, which benefit both Vietnam and Japan. These gains are what
motivate countries to take part in trading relationships.

Analytical elements for this chapter:

Countries, sectors, and factors of production.

SUPPLY AND DEMAND IN A DOMESTIC MARKET

Throughout the world, rice is exchanged in markets. Although these markets are inter-
national, let’s assume for a moment that we can analyze a single domestic market in
isolation. This will help orient you to the supply and demand model. Figure 2.1 illus-
trates such a market. The diagram has two axes. The horizontal axis plots the quantity
(Q) ofrice in tons per year. The vertical axis plots the price (P) of rice per ton. There are
two curves in the diagram identified by the symbols S and D. S is the supply curve and
represents the behavior of domestic rice-producing firms. D is the demand curve and
represents the behavior of domestic consumers of rice, both firms and households.?
There are a number of properties of the supply and demand curves in Figure 2.1 that
are important to understand. Let’s consider the supply curve first. It is upward sloping,
and this indicates that firms supply more rice to the market as the price increases.
Consequently, changes in price are represented in the diagram by movements along the
supply curve. These movements are known as changes in quantity supplied. There are
two additional supply-side factors relevant to the supply curve. These are input or factor
prices and technology. Reductions in input prices and improvements in technology shift
the supply curve to the right. This means that producers supply more rice than before
at every price. Increases in input prices and technology setbacks shift the supply curve

! For an alternative approach, see Van Marrewijk (2009).
2 Firms consuming rice use it as an intermediate product to produce a final product such as rice flour or a
restaurant meal.
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Figure 2.1. A Domestic Rice Market
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to the left. This means that producers supply less rice than before at every price. We can
see that changes in input prices and technology are represented by shifts of the supply
curve. These shifts are known as changes in supply.

Now let’s take a look at the rice demand curve. It is downward sloping, and this
indicates that consumers demand less rice from the market as the price increases.
Consequently, changes in price are represented in the diagram by movements along
the demand curve. These movements are known as changes in quantity demanded.
There are a number of additional demand-side factors relevant to the demand curve.
Two important ones are incomes and preferences.’ Increases in incomes and increased
preference for rice consumption shift the demand curve to the right. This means that
consumers demand more rice than before at every price. Decreases in incomes and
decreased preference for rice consumption shift the demand curve to the left. This
means that consumers demand less rice than before at every price. Consequently,
changes in incomes and preferences are represented by shifts of the demand curve.
These shifts are known as changes in demand.

Finally, the intersection of the supply and demand curves in Figure 2.1 determines
the equilibrium in the domestic rice market. In this diagram, the equilibrium price is
Pg, and the equilibrium quantity is Q. Given what was just stated about the role of
input prices, technology, incomes, and preferences in shifting the two curves in Figure
2.1, you can see that any such shifts will change the equilibrium price and quantity for
rice by shifting the demand or supply curves. These sorts of changes are natural parts
of market processes.

As we stated above, rice markets are actually international. Therefore, we cannot
analyze them effectively using Figure 2.1. We need to consider how to account for
the international character of rice markets in the supply and demand framework, an
important initial step in understanding international trade.

ABSOLUTE ADVANTAGE

Rice is produced in many countries, but to simplify, suppose we consider just Vietnam
and Japan. To help us analyze the international rice market that arises between these

3 Other demand-side factors are prices of related products, wealth, and expectations. Changes in these factors
shift the demand curve, as do changes in income and preferences.
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Figure 2.2. Demand for Rice in Vietnam and Japan

two countries, we will make a simplifying assumption about the demand side of the
rice market in both Vietnam and Japan. More specifically, we assume that demand
conditions are exactly the same in both countries. That is, there are no differences in
preferences, incomes, or the way demand responds to price changes in Vietnam and
Japan. This implies that the demand curves for rice in the two countries are exactly the
same, as illustrated in Figure 2.2.

The reason we make this simplifying demand-side assumption is that trade often
arises due to differences in supply conditions rather than in demand conditions. Indeed,
most of the field of trade theory is based on various explanations for these supply-side
differences among countries. Therefore, we will allow supply conditions for rice to
differ between Vietnam and Japan. In particular, we will assume that the supply curve
for Vietnam is farther to the right than the supply curve for Japan, which means that at
every price, Vietnam supplies more rice than Japan.

Why might this be? One possibility is that Vietnam produces rice using technology
superior to that of Japan so that labor productivity in rice production in Vietnam
is higher than in Japan. This possibility, however, is not relevant to rice production
in these two countries.* Another possibility is that the prices for inputs used in rice
production are lower in Vietnam than in Japan. This, in turn, could reflect the fact
that Vietnam is more abundantly endowed with rice production factors (available land
and agricultural labor) than Japan. It is this latter factor that is relevant in the current
case.

This situation is depicted in Figure 2.3. The upward sloping supply curves reflect
the positive relationship between price and quantity supplied. The difference in supply
conditions positions Vietnam’s supply curve farther to the right than Japan’s supply
curve. The intersections of the supply and demand curves determine the equilibrium
prices of rice in the two markets. The two prices are recorded as P and P/ in the figure.
Because no trade is involved, these two prices are known in international economics as
autarky prices. Autarky is a situation in which a country has no economic relationships
with other countries.

4 For a case where technology is relevant, see the box on p. 25 on Japan’s advantage in industrial robots.
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Figure 2.3. Absolute Advantage in the Rice Market

Figure 2.3 depicts a situation in which the autarky price of rice is lower in Vietnam
than in Japan. That is:

pV <p/ (2.1)

In international trade theory, this situation is interpreted as Vietnam having an
absolute advantage in the production of rice vis-a-vis Japan. This absolute advantage
reflects the differences in supply conditions in the two countries. The presence of
absolute advantage makes international trade a possibility.

INTERNATIONAL TRADE

The idea of absolute advantage was first stated in Adam Smith’s Wealth of Nations,
published in 1776. Adam Smith (1937) stated the following: “If a foreign country can
supply us with a commodity cheaper than we ourselves can make it, better buy it of
them with some part of the produce of our own industry, employed in a way in which
we have some advantage” (p. 424). In other words, a pattern of absolute advantage
implies a potential pattern of trade. How does this apply to our example? If the two
countries move out of autarky and begin to trade, the world price of rice P" will be
somewhere between the two autarky prices, as follows:

PV < pW<p/ (2.2)

This situation is depicted in Figure 2.4. In the movement from autarky to trade,
Vietnam experiences an increase in the price of rice to the world level (from P to P").
Quantity supplied will increase, whereas quantity demanded will decrease. The amount
by which quantity supplied exceeds quantity demanded in Vietnam at P" constitutes
its exports of rice, E . Japan experiences a decrease in the price of rice to the world level
(from P’ to P"). Here, quantity supplied will decrease, whereas quantity demanded
will increase. The amount by which quantity demanded exceeds quantity supplied
in Japan at P" constitutes its imports of rice, Z/ > The country that has an absolute
advantage (Vietnam) expands its quantity supplied and exports the good in question,
> We use a Z to denote imports throughout this book. Why Z? As we will see, I is used in economics to denote

investment, and M is used to denote money. Therefore, we cannot use either of the first two letters of the word
“imports.”
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Figure 2.4. Trade in the Rice Market

whereas the trading partner (Japan) contracts its quantity supplied and imports the
good.

The associations you should have in your mind from the preceding discussion are
presented in Figure 2.5. The starting points are comparative levels of technological
proficiency and endowments of factors used in the production of the sector’s product.
The latter affects the relevant input prices for a sector in a country. Vietnam, for
example, has lower domestic prices for rice-growing land and labor. Technological and
factor characteristics determine a pattern of absolute advantage between two countries.
This pattern of absolute advantage, in turn, can generate a pattern of trade. Vietnam
tends to export rice, whereas Japan tends to import rice. Another example in which
Japan’s technological proficiency in the production of industrial robots leads to exports
is given in the accompanying box.

Superior technology
in a sector
and/or Absolute Tendency to
Larger endowments |:> advantage in |:‘f> export the
of factors used in a sector’s

. a sector
segtor (lower input product
prices)
Inferior technology
in a sector
and/or
Smaller Absolute Tendency to
endowments of |:> disadvantage |:> import the
factors used in a in a sector sector’s
sector (higher input product
prices)

Figure 2.5. A Schematic View of Absolute Advantage
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Japan’s Advantage in Industrial Robots

The word robot first appeared in 1921 in a Czech play written by Karel Capek, based on
the Czech word “robota,” meaning drudgery. The world’s first industrial robot was built
in the United States by the industrialist Joseph Engelberger, who founded the company
Unimation in 1956 and installed the first industrial robot in 1961. Engelberger had a
moment of fame in 1966 when one of his robots appeared on Johnny Carson’s Tonight
Show, opening and pouring a can of beer. In 1967, Engelberger was invited to Japan and
addressed 600 Japanese scientists and business executives. As a result, Japan imported its
first industrial robots from the United States. In 1969, robot production began in Japan
under a licensing agreement with Unimation. In 1972, the Japan Robot Association was
founded. Thus began Japan’s involvement with what has been called “the most important
manufacturing innovations of recent times” (Mansfield, 1989, p. 19).

Japan’s first exports of industrial robots began in 1975. Thereafter, exports grew slowly
but steadily. By the end of the 1980s, Japan became the leader in most areas of the robotics
industry, such as numerical controllers, machine tools, motors, and optical sensors. It
accounted for one-half of the world production of industrial robots. The technological
nature of Japan’s advantage in robot production was captured by Porter (1990): “The
pace of innovation and new product introduction among the Japanese firms was feverish.
Productinnovations were soon imitated or upstaged by other producers. For example, the
American firm Adept Technology introduced the world’s first commercially successful
direct-drive robot near the end of 1984. Less than a year later, seven Japanese firms,
including Yamaha, Matsushita, and FANUC, introduced direct drive robots” (p. 235).
Along with faster innovation times, Japanese firms benefited from lower innovation
costs. There is some evidence that Japan’s faster innovation times and lower innovation
costs were due to a greater emphasis on manufacturing over marketing in the innovation
process in comparison with the United States.

Accompanying and contributing to Japan’s technological lead in industrial robots was
the degree of competition in the Japanese industrial robots industry. With fewer than
10 firms in 1968, the industry expanded to nearly 300 firms by 1987 and declined to
approximately 150 firms in 2000. Another important factor has been intra-firm diffusion,
where firms requiring the use of robots (e.g., the electronic equipment industry) begin
producing robots for their own use. A final factor pushing the use of robots in Japan
has been the presence of significant labor shortages in many areas; robots replaced
humans where these shortages appeared. As of 1997, Japan used one robot for every
36 manufacturing employees, whereas the United States used only one robot for every
250 manufacturing employees. Currently, one-half of the world’s industrial robots are
installed in Japan.

Despite these long-term positive factors, the Japan Robot Association (2001) pointed
to some weaknesses. The industry has had difficulty moving out of large industrial
applications into biotech, medical, and consumer applications as well as leveraging
venture capital. In contract to past models of technological innovation characterizing
Japan, the Japan Robot Association called for a focus on small business and greater
openness. This, it was hoped, would position the industry for a different set of robotic
applications with promising future growth prospects.

Sources: The Economist (1980), Horiuchi (1989), Mansfield (1989), Porter (1990), Tanzer and
Simon (1990), and Japan Robot Association (2001)
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Itis important to stress here that Figure 2.5 is only a preliminary look at international
trade. In the real world, international trade is actually determined by comparative
advantage rather than absolute advantage. This is why we use the word tendency in the
far right-hand boxes of the figure. Consequently, you will not have a full appreciation
of how international trade is determined until you complete Chapter 3. Nevertheless,
our discussion in this chapter is useful in order to understand how the traditional
supply and demand framework must be modified to account for trading relations and
to understand the gains from trade.®

A question that often arises in students’ minds is: What ensures that the amount
exported by Vietnam is the same as the amount imported by Japan? The answer is that,
if EV were smaller than Z’, there would be excess demand or a shortage in the world
market for rice. As we know from introductory microeconomics, excess demand causes
the price to rise. As P" rose, exports of Vietnam would increase and imports of Japan
would decrease until the excess demand in the world market disappeared. Similarly, if
E Y were larger than Z/, P" would fall to bring the world market back into equilibrium.

Before moving on to discuss the gains from trade, another key concept in interna-
tional economics, let’s summarize what we have shown thus far in a box:

Differences in supply conditions among the countries of the world can give rise to
complementary patterns of absolute advantage. These patterns of absolute advantage, in
turn, make possible complementary patterns of international trade.

GAINS FROM TRADE

Up to this point, we have seen that, given a pattern of absolute advantage, it is possible
for a country to give up autarky in favor of importing or exporting. Japan can import
rice, and Vietnam can export rice. But should a country actually do this? We can answer
this question by examining Figure 2.4 from the standard economic point of view using
consumer surplus and producer surplus.” This is done in Figure 2.6. If you do not
recall the consumer surplus and producer surplus concepts from your introductory
microeconomics course, please consult the appendix to this chapter.

Let us first consider Vietnam. In its movement from autarky to exporting in the
rice market, producers experience both an increase in price and an increase in quantity
supplied along the supply curve. This should be good for producers, and as you can see
in Figure 2.6, there has been an increase in producer surplus of area A 4 B as a result
of the movement from autarky to trade. Consumers, on the other hand, experience an
increase in price and a decrease in quantity demanded along the demand curve. This
should harm consumers, and you can see in Figure 2.6 that there has been a decrease
in consumer surplus of area A.

What do these effects mean for Vietnam? Producers have gained area A + B, whereas
consumers have lost area A. The gain to producers exceeds the loss to consumers.

6 As we will see in Chapter 6, the supply and demand framework is also used to conduct trade policy analysis.
7 There are alternatives to the standard economic view of welfare. These are discussed in Chapter 20 and very
briefly in the appendix to this chapter.
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Figure 2.6. Gains from Trade in the Rice Market

For the economy as a whole, then, there is a net welfare increase of area B.
Vietnam gains from its entry into the world economy as an exporter.?

Next, consider Japan. In its movement from autarky to importing in the rice market,
producers experience a decrease in price and a decrease in quantity supplied along the
supply curve. This should harm these producers, and you can see in Figure 2.6 that
there has been a decrease in producer surplus of area C. Consumers, on the other hand,
experience a decrease in price and an increase in quantity demanded. These contribute
to an increase in consumer surplus of area C + D.

What do these effects mean for Japan? Consumers have gained C + D, whereas
producers have lost area C. The gain to consumers exceeds the loss to producers. For
the economy as a whole, then, there is a net welfare increase of area D. Japan gains from
its entry into the world economy as an importer.’

You can see that moving from autarky to either importing or exporting involves a
net increase in welfare for the country involved. This net increase in welfare is known
as the gains from trade. Not only is it possible for a country to give up autarky in
favor of importing or exporting, but it makes sense to do so in most instances from the
standpoint of overall welfare.

The notion of gains from trade is an important concept. To judge from the tone
and content of many popular writings on the world economy, trade relationships are a
win-lose proposition for the countries involved. To export is to win; to import is to lose.
The gains from trade idea, however, tells us that trade can be mutually beneficial to the
countries involved. For this reason, we need to be cautious in our assessment of some
popular writing of the win-lose variety. Although there are specific instances in which
trade can be a win-lose proposition, this is not the case for trade in general.!’ For the
peculiar case of international advantages in rare earth elements, see the accompanying
box.

8 Area A can be viewed as a transfer from consumers to producers in Vietnam.

9 Area C can be viewed as a transfer from producers to consumers in Japan.

19 This point was emphasized some time ago by Krugman (1996). Krugman stated that “The conflict among
nations that so many policy intellectuals imagine prevails is an illusion; but it is an illusion that can destroy the
reality of mutual gains from trade” (p. 84).
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Rare Earth Elements

Rare earth. No, not the rock band. Rather, 17 chemical elements collectively known as
“rare earth elements,” or REEs. REEs are key components in some of the information
and communication technology (ICT) discussed in Chapter 1 as drivers of globalization.
These include liquid-crystal displays, fiber-optic cables, communication system magnets,
wind turbines, solar panels, and rechargeable batteries used in hybrid cars. REEs are not
actually rare, however. Some of them, for example, are much more common than gold.
Despite this abundance, REEs are not usually concentrated enough for commercial
mining, and there are consequently only a few sources. From 1965 to 1980, most REEs
came from the Mountain Pass mine in the Mojave Desert in the United States. Beginning
in 1985, advantage switched to the Inner Mongolia region of China. The Economist
(2009) noted that Communist Party Leader Deng Xiaoping, “declaring rare earths to
be the oil of China, encouraged the development of mines in the mid-1980s. Prices fell
dramatically and existing mines in America were priced out of business.” Currently,
China supplies 95 percent of the global market for REEs, and the Mountain Pass mine
closed in 2002.

As China’s own demand for REEs has grown, concern has arisen about the secu-
rity of supplies. The Economist (2009) reported: “sales of (REEs) add up to less than
$2 billion each year. But without them, industries worth trillions of dollars would grind
to a halt.” In response to this situation, there has been even talk in the Chinese gov-
ernment about a ban of exports of some important REEs. Consequently, attention has
turned to alternative supply possibilities with Western Australia, North America (Alaska
and Quebec), and South Africa.

In 2010, REEs became part of a dispute between Japan and China over the Senkaku
(Japanese) or Diaoyu (Chinese) islands in the East China Sea, which are claimed by
both countries. China barred exports of REEs to Japan as a result. Consequently, the
U.S. Congress began discussions of reopening Mountain Pass mine. The matter was
also taken up in the World Trade Organization (WTO) dispute settlement process (see
Chapter 7), which ruled against China in 2011.

Sources: Bradsher (2010), The Economist (2009), and U.S. Geological Survey (2002)

LIMITATIONS

The notion of absolute advantage, first suggested by Adam Smith in his Wealth of
Nations, is useful to understanding international trade in the context of the familiar
supply and demand framework. It is also useful to understanding that trade can improve
overall welfare for the countries involved. The concept has its limits, however. In
particular, it suggests the possibility that a country could not have an absolute advantage
in anything, and therefore would have nothing to export at all. This, it turns out, is
unlikely. To understand why, we must turn to a more sophisticated notion of trade,
comparative advantage. We do this in the next chapter.

The notion of the gains from trade also has its limits. It suggests that countries as
a whole mutually gain from trade. It does not suggest, however, that everyone within a
country will gain from trade. As you have already seen in the example of this chapter,
producers of rice in Japan lose from trade, and consumers of rice in Vietnam lose from
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trade. We will take up the subject of the winners and losers from trade in earnest in
Chapter 5 on the political economy of trade.

CONCLUSION

Autarky refers to a situation in which a country does not engage in either imports or
exports. It is a rare situation. More commonly, countries engage in both importing
and exporting relationships with other countries of the world economy. In this chapter,
you have begun to understand why. Absolute advantage reflects differences among
countries in technology or factor conditions. A country with better technology and
larger endowments of the factors necessary to produce an item is more likely to have
absolute advantage in the production of that item. It is also more likely to export that
item. Patterns of absolute advantage in the world economy also make possible mutual
gains from trade in which the overall welfare of the countries involved increases.

The notion of absolute advantage has its limits. First, it suggests that a country
might not have anything to export at all. This, as we will see in the next chapter on
comparative advantage, is an unlikely outcome. Second, it does not suggest that all
persons in a country will gain from trade. Within any country, there can be both
winners and losers from international trade.

REVIEW EXERCISES

1. Use Figure 2.1 to consider the following changes: a fall in incomes due to a
recession; an increased preference for rice consumption; an increase in input
prices for rice production; and an improvement in rice production technology.
Use diagrams to analyze the effects of these changes on equilibrium price and
quantity.

2. Create an example of an absolute advantage model by choosing two countries
and a single product.

a. Draw a diagram describing autarky and a pattern of absolute advantage for
your example.

b. Show the transition from autarky to trade in your diagram, label the trade
flows, and demonstrate the gains from trade.

¢. Inanew diagram, and starting from a trading equilibrium, show what would
happen to the world price if income increased by exactly the same, small
amount in both countries.

3. Can you recall from introductory microeconomics the notions of the price
elasticity of demand and price elasticity of supply? If so, can you say what would
happen to the gains from trade as supply and demand in Vietnam and Japan
become more and more inelastic?

FURTHER READING AND WEB RESOURCES

The idea of absolute advantage was first discussed in Chapter II, Book IV of Smith
(1937). This book is available in the nonfiction section of www.bibliomania.com. A
much more recent overview can be found in Van Marrewijk (2009). A blog about
global rice trade can be found at rice-trade.blogspot.com.
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APPENDIX: CONSUMER AND PRODUCER SURPLUS

Our discussion of the gains from trade in this chapter utilized the notions of consumer
surplus and producer surplus. These concepts are illustrated in Figure 2.7. This figure
considers equilibrium in a single market. The equilibrium price is Pg, and the equi-
librium quantity is Q. The height of the demand curve shows consumers’ maximum
willingness to pay for the good in question. For quantities between zero and Qg, how-
ever, the willingness to pay is greater than what consumers actually pay. That is, the
height of the demand curve is greater than the market price. This gives the consumers
a premium on each unit up to Qg, and the sum of the consumer premia is the upper
triangle in the figure, consumer surplus.

The height of the supply curve shows the producers’ minimum willingness to accept
for the good in question. For quantities between zero and Q g, however, the willingness
to accept is less than what the producers actually receive. That is, the height of the supply
curve is less than the market price. Producers too, then, receive a premium on each unit
up to Qg. The sum of the producer premia is the lower triangle in the figure, producer
surplus.

In demonstrating the gains from trade in Figure 2.6, we considered the changes
in consumer and producer surplus that result from the price changes brought on by
the move from autarky to trade. This analysis of the gains from trade is based on the
standard view of economic welfare. As discussed in Reinert (2004) and in Chapter
20, this standard view does impose some limitations. It restricts our consideration of
welfare to income per capita or, more formally, what economists term the utility of
consumption. Alternative views, such as in the form of human capabilities as argued by
Sen (1987), are advocated by some economists.
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COMPARATIVE ADVANTAGE

In Chapter 2, we used the concept of absolute advantage to examine trade in rice
between Vietnam and Japan. For Vietnam, rice is a significant component of the
country’s total production and an important component of domestic consumption.
As incomes have increased in Vietnam, however, there is another product that many
Vietnamese think about buying. That product is a motorcycle. Indeed, motorcycles
have been all the rage in Vietnam. Originally, the most desirable motorcycle was the
aptly named Honda Dream, but subsequently, attention turned to the Honda Wave.
These brands are so popular that copies of them are made in China and exported to
Vietnam. Hundreds of new motorcycles are registered daily in the city of Hanoi alone,
and tourists visiting this city report being overwhelmed by the chaos of motorcycle
traffic. In this chapter, we place motorcycles alongside rice so that you can begin to
understand the powerful concept of comparative advantage and its role in generating
patterns of trade among the countries of the world.

Vietnam Japan

DD DD

Or Or

Figure 3.1. Demand Diagonals in Vietnam and Japan

In order to understand comparative advantage, we will use the concept of a pro-
duction possibilities frontier (PPF). The PPF should be familiar to you from an
introductory microeconomics course. If it is not, please see the appendix to this chapter
for a brief introduction.

Analytical elements for this chapter:

Countries, sectors and factors of production.

AUTARKY AND COMPARATIVE ADVANTAGE

Consider again our two countries, Vietnam and Japan. Both of these countries produce
two goods, rice and motorcycles. To help us in our analysis of comparative advantage,
we will assume that demand for rice and motorcycles in both Vietnam and Japan are
such that these two goods are consumed in the same, fixed proportions.! This assumption
is depicted in Figure 3.1. In the diagrams for Vietnam and Japan, the quantity of rice

! We use this assumption to simplify the presentation of comparative advantage for the introductory student.
However, this assumption can be relaxed without changing any of the results of this chapter. Indeed, this is
exactly what is done in more advanced texts in trade theory such as Markusen et al. (1995) and Brakman et al.
(2006).
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Figure 3.2. Demand and Production Possibility Frontiers in Vietnam and Japan

(Qgr) is measured on the horizontal axes, and the quantity of motorcycles (Qp) is
measured on the vertical axes. Because demand for these two goods is in the same, fixed
proportions, we can represent it by diagonal lines from the origins. We label both of
these lines DD for “demand diagonal.” Any change in preferences for the two products
would rotate the demand diagonal lines either up or down, maintaining the intercept
at the origin. Changes in income would move a country up and down a given demand
diagonal.? As we will see next, movements up and down a demand diagonal can also
be viewed as changes in economic welfare.

As we learned in Chapter 2, trade often arises due to differences in supply con-
ditions. Therefore, we once again allow supply conditions to differ between Vietnam
and Japan. In particular, we assume that resource or technology conditions in Vietnam
give it a production possibilities frontier (PPF) that is biased toward rice, whereas
resource or technology conditions in Japan give it a PPF that is biased toward motor-
cycles. Why might this pattern arise? Vietnam might have superior technology in rice
production, and Japan might have superior technology in motorcycle production.
Alternatively, Vietnam might be better endowed in rice production factors (land and
labor), and Japan might be better endowed in motorcycles production factors (physical
capital). Whatever the reason, the PPFs take on complementary shapes, as depicted
in Figure 3.2.> We label the intersection of the PPFs with our demand lines with the
letter A.

In our discussion of absolute advantage in Chapter 2, we were able to determine
the price of rice by the intersections of supply and demand curves in Vietnam and
Japan. What do we do when we have two goods as in Figures 3.1 and 3.22 The DD lines
represent the demand sides of the two economies, and the PPFs represent the supply
sides of the two economies. How do we determine prices, though? The slope of the PPFs
shows how many motorcycles must be given up to produce an additional unit of rice.
Recall from introductory microeconomics that this slope measures the opportunity

2 Some caution is necessary here. The DD lines in Figure 3.1 are not demand curves. Demand curves show a
relationship between price and quantity demanded, but no price appears on an axis in Figure 3.1. Furthermore,
demand curves are downward-sloping, not upward-sloping as the DD curves are. We take the DD approach
here to avoid using indifference curves, with which many students are not familiar. The results we obtain are
the same as those derived with the more advanced indifference curve concept.

3 The technology explanation of comparative advantage is associated with what is known as the Ricardian model
(e.g., Deardorff, 2009), whereas the factor endowment explanation is associated with what is known as the
Heckscher-Ohlin model (e.g., Panagariya, 2009). We consider the Heckscher-Ohlin model in Chapter 5.
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Figure 3.3. Relative Prices in Vietnam and Japan under Autarky

cost of producing the item on the horizontal axis, rice, expressed in terms of how many
units of the item on the vertical axis, motorcycles, must be given up or not produced
because resources have switched to rice.

In a system of freely operating markets, perfect competition, and full employment
of production factors, opportunity costs are fully reflected in relative prices. Therefore,
the slope of the PPFs where the demand diagonal crosses it is the relative price of
rice, (%). We represent this in Figure 3.3 by drawing in the tangent lines to the PPFs
where the demand lines cross them at points A.* Points A in the two PPFs of Figure
3.2 represent the two countries under autarky in isolation from the rest of the world
economy.

Looking at points A in Figure 3.3, you can see that the tangency line giving relative
prices is flatter in Vietnam than in Japan. That is, the opportunity cost of rice is lower
in Vietnam than in Japan. In other words, under autarky:

14 J
() <) 6
Py Py

This equation says that the relative price of rice is lower in Vietnam than in Japan.
Because Vietnam is the country that has a supply advantage in producing rice, Equation
3.1 makes sense. This inequality is an expression of a pattern of comparative advantage.
Differences in economy-wide supply conditions cause differences in relative autarky
prices and, thereby, a pattern of comparative advantage. It is these differences that make
trade possible.

We need to note one very important thing about Equation 3.1. This comparative
advantage inequality involves four prices rather than two prices, as in the absolute
advantage inequality of Equation 2.1. This difference has an immediate and important
implication: a country can have a comparative advantage in a good in which it has an
absolute disadvantage.” This is one reason why the comparative advantage concept is
more powerful than the absolute advantage concept.

4 We discuss this further in the appendix to this chapter.

5 The reader who is not convinced of this can work with the following example: P)‘{ =2, P,]Q =1, P]\‘fl =4,
PIIVI = 1. Here, you will see that Japan has an absolute advantage in producing both goods (P{2 < Pl‘{ and
PJ, < PYp), but Vietnam has a comparative advantage in producing rice.
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Figure 3.4. Autarky and Comparative Advantage in Vietnam and Japan

The concept of comparative advantage was first introduced in 1817 by David Ricardo
in his Principles of Political Economy and Taxation (Ricardo, 1951). In a footnote in
Chapter 7 of that book, Ricardo stated: “It will appear . . . that a country possessing very
considerable advantages in machinery and skill, and which may therefore be enabled
to manufacture commodities with much less labour than her neighbors, may, in return
for such commodities, import a portion of its corn required for its consumption, even if
its land were more fertile, and corn could be grown with less labour than in the country
from which it was imported” (p. 36). This country, in our example, is Japan, whose
endowments of “machinery and skill” might in principle give it an absolute advantage in
producing both rice and motorcycles. Corn in Ricardo’s time was the word for “grain,”
and in our example, this is rice. Ricardo therefore suggests that, given its comparative
advantage in motorcycles, Japan can import rice even if it has an absolute advantage in
rice production.

INTERNATIONAL TRADE

If Vietnam and Japan abandon autarky in favor of trade, the world relative price of rice
( }},)R )" will be somewhere between the two autarky price ratios:

Py
(7) <) = (32)

— ) <|— <|— (3.2)

Py Py Py
This situation is depicted in Figure 3.4. The world price ratio here is depicted with
dashed lines that have the slope (ﬁ—;)w. These lines are steeper than the autarky price
line in Vietnam and flatter than the autarky price line in Japan, as is indicated in
Equation 3.2. The tangencies of these world price lines with the PPFs determine the
new production points in Vietnam and Japan. These points are labeled B. In Vietnam,
the movement along the PPF from A to B involves an increase in the production
of rice, whereas in Japan, this movement involves an increase in the production of
motorcycles. This is known as specialization in production. The important lesson you
should understand here is that moving from autarky to trade restructures an economy’s
production toward the good in which the country has a comparative advantage. This
is one reason why opening economies up to trading relations with the rest of the world
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Figure 3.5. Trade between Vietnam and Japan

can be difficult for the countries involved. Workers and other resources must be moved
from one sector of the economy to another in the process.®

Consumption points for Vietnam and Japan must be along our demand diagonal
lines. These points, labeled C in Figure 3.4, occur where the dashed world price lines
intersect the demand lines. Why is this? Both consumption and production must respect
world prices. That is, both points B and C must be on the world price lines. In contrast
to autarky, consumption and production points are now different. How can this be so?
Through trade.

Look at Figure 3.5, which removes the autarky points and autarky price lines. In
Vietnam, production of rice exceeds consumption of rice, and the difference is exported
(E X). Production of motorcycles, however, falls short of consumption of motorcycles,
and this shortfall is imported (Z]‘\/,I).7 In Japan, production of motorcycles exceeds
consumption of motorcycles, and the difference is exported (E{VI). Production of rice,
however, falls short of production, and this shortfall is imported (Z%). What we see in
Figure 3.5 is that a pattern of comparative advantage, based on differences in supply
conditions between two countries, gives rise to a complementary pattern of trade.

What ensures that the quantities imported and exported in Figure 3.5 balance?
Suppose that E ; were smaller than Z%. If this were the case, there would be excess
demand for (or a shortage of) rice in the world market. As we saw in our absolute
advantage model of Chapter 2, excess demand for rice would cause P ;V torise. Therefore,
the (5—;)“’ lines in Figure 3.5 would become steeper. This would direct production in
both countries along the PPFs toward rice, alleviating the excess demand.?

We mentioned in Chapter 2 that the absolute advantage concept can leave the
impression that a country could lack an advantage in anything, and therefore have
nothing to export. The concept of comparative advantage clears up this problem.
Having an absolute disadvantage in a product does not preclude having a comparative
advantage in that product. Vietnam could have an absolute disadvantage in rice, but
still export this product because of its comparative advantage. This is why comparative

¢ We take up the political economy implications of these resource movements in Chapter 5.

7 Asin Chapter 2, we use Z to denote imports, since the symbols I and M are taken up by investment and money,
respectively.

8 In more advanced treatments (e.g., Markusen et al., 1995), adjustments also occur on the demand side.
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advantage is a more powerful concept than absolute advantage. Indeed, comparative
advantage is perhaps the most central concept in international economics. The empirical
application of the concept in the form of revealed comparative advantage is discussed in
the accompanying box.

Before moving on to discuss the gains from trade, another key concept in interna-
tional economics, let’s summarize what we have shown thus far in a box:

Differences in supply conditions among the countries of the world give rise to comple-
mentary patterns of comparative advantage. These patterns of comparative advantage,
in turn, make possible complementary patterns of international trade.

Revealed Comparative Advantage

How is the notion of comparative advantage applied in practice? Beginning with Belassa
(1965), the standard practice is to examine actual trade flows of a country to understand
what is known as revealed comparative advantage. This is done in relative terms to a set
of comparison countries or to a single comparison country. What has come to be known
as the Belassa index (BI) is calculated for country i in sector j as follows:

B share of sector j in country i’s exports
) share of sector j in reference country exports

Comparative advantage is said to be “revealed” when BI ; is greater than one. As is evident
in this formula, however, a key question is what country or countries to use as a point
of reference in the denominator. Another issue is how to handle intra-industry trade, a
topic discussed in Chapter 4. Despite these problems, revealed comparative advantage
has been used for a long time by a number of researchers to understand evolving patterns
of comparative advantage in the world economy.

Sources: Belassa (1965) and Van Marrewijk (2002)

GAINS FROM TRADE

To this point, we have seen that, given a pattern of comparative advantage, it is possible
for a country to give up autarky in favor of importing and exporting. But should a coun-
try actually do this? We can answer this question by examining Figure 3.4 once again.
Notice that the post-trade consumption points C are up and to the right (“northeast”)
of the autarky consumption points A. This directional relationship between points
A and C means that the movement from autarky to trade increases consumption of
both rice and motorcycles. Increased consumption of both goods, in turn, implies that
economic welfare has increased. Vietnam and Japan have experienced mutual gains
from trade based on comparative advantage.’

As in Chapter 2, a few caveats are in order. First, the gains from trade occur for the
country as a whole. The fact that a country as a whole benefits in the aggregate from
trade does not mean that every individual or group within the country benefits. Indeed,
as you will see in Chapter 5, there are good reasons to expect that there will be groups

9 Our implicit assumption here is the standard one in economics, namely that welfare is determined by consump-

tion levels. For a well-known challenge to this assumption, see Sen (1987). We return to this issue in the context
of development in Chapter 20.
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that Jose from increased trade. These groups will oppose increased trade despite the
overall gains to their country. To foreshadow our discussion in Chapter 5, for example,
rice producers in Japan have a long history of opposing imports of rice.

Second, in recent years, there has also been a great deal of discussion of the impacts
of trade based on comparative advantage on the environment. It is sometimes alleged
that international trade is almost always detrimental to the environment. However,
the situation is not always this straightforward. Both theoretical and empirical results
demonstrate that increased trade can be either good or bad for the environment, and
that we need to approach the trade and environment issue on a case-by-case basis. This
issue is discussed in the accompanying box.

Third, some goods are traded that do not contribute to increased welfare. Land mines,
heroin, and prostitution services are all traded internationally, but their consumption
significantly reduces welfare rather than increases it. For this reason, you need to be
careful not to generalize the gains from trade concept too far.!°

Comparative Advantage and the Environment

Given the steady advance of the volume of trade discussed in Chapter 1 and the grow-
ing concern about environmental issues worldwide, it is natural to ask what role trade
and comparative advantage play in levels of pollution and other forms of environ-
mental degradation. Although this issue is largely empirical, trade and environmental
economists have identified three means through which trade can have positive or nega-
tive environmental impacts: a scale or growth effect, an activity composition effect, and
a technique effect.

The scale or growth effect refers to the possibility that trade can stimulate the overall
level of economic activity that can, in turn, have environmental repercussions. This
effect holds constant the composition of economic activity and production technology.
For example, trade might stimulate the overall use of scarce natural resources or the
overall level of pollution. It is here that we encounter the “inverted U” hypothesis that
environmental degradation first increases and then decreases with the level of economic
activity, or gross domestic product (GDP). This inverted U relationship is sometimes
also known as the environmental Kuznets curve, or EKC.

The activity composition effect refers to something that we have seen in this chapter,
namely that trade changes the location of countries on the PPE. This effect holds constant
the overall level of economic activity and the production technology. Depending on the
pattern of comparative advantage, pollution intensive sectors such as chemicals and
metals can either increase or decrease their share in the total output of a country. Lopez
and Islam (2009) state a general rule of thumb that physical capital and natural resource
intensive sectors tend to be more polluting than human capital intensive sectors.

The technique effect holds constant both the overall level of economic activity and
the sectoral composition of that activity. It refers to the possibility that the pollutant
intensity of a given level of output in a sector can change, sometimes for the better.
Loépez and Islam (2009 note that “The technique effect of trade has been found to reduce
certain pollutants, particularly air pollutants, but the effects on other environmental
factors (are) less significant.” The technique effect also becomes applicable in the spread
of green or environmentally friendly technologies on which much hope has been placed

in recent years.

10 See, for example, Reinert (2004).
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The net effect of trade on the environment is, as we stated above, an empirical issue,
and the case of NAFTA and the environment is discussed in a box in Chapter 8. But in
principle, this net effect would reflect the combined impacts of the scale or growth effect,
the activity composition effect, and the technique effect. These are the lenses through
which economists view the trade and environment issue.

Sources: Beghin and Potier (1997) and Lépez and Islam (2009)

CONCLUSION

Differences in technology and/or factor endowments among the countries of the world
can generate patterns of comparative advantage. Although patterns of comparative
advantage can be influenced by patterns of absolute advantage, they are not determined
by patterns of absolute advantage. Indeed, a country can have a comparative advantage
in a good in which it has an absolute disadvantage. Patterns of comparative advantage
determine patterns of trade in the world economy and generate mutual gains from
trade.

As with our analysis of absolute advantage in Chapter 2, it is important to remember
that the gains from trade arising from comparative advantage are for countries as a
whole and not for all individuals and groups within a country. Within any country,
there can be both winners and losers from international trade. This is the issue of the
political economy of trade that we take up in Chapter 5.

REVIEW EXERCISES

1. What is the difference between absolute and comparative advantage?
2. Create an example of a comparative advantage model by choosing two countries
and two products.

a. Draw a diagram describing autarky and a pattern of comparative advantage
for your example.
b. Show the transition from autarky to trade in your diagram, label the trade
flows, and demonstrate the gains from trade.
3. Can you think of any patterns of comparative advantage and trade in the world
economy that might have some significant environmental impacts? What are
they?

FURTHER READING AND WEB RESOURCES

A concise introduction to comparative advantage can be found in Maneschi (2009)
and a historical perspective can be found in Maneschi (1998). A more advanced
treatment can be found in Chapter 5 of Markusen et al. (1995) and in Chapter 3
of Brakman et al. (2006). Krugman (1998) has also written an interesting essay on
comparative advantage entitled “Ricardo’s Difficult Idea” that is very much worth
reading. The Economist maintains a set of research tools on its website, including a set
of terms, at http://www.economist.com/research/economics. You can read their entry
on comparative advantage using their search facility. On motorcycle use in Vietnam, see
Truitt (2008).
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APPENDIX: THE PRODUCTION POSSIBILITIES FRONTIER

Consider an economy that produces two goods, rice and motorcycles. The quantities
in these two sectors we will call Q and Qy, respectively. We will depict the supply
side of this economy using a production possibilities frontier (PPF) diagram. The
PPF depicts the combinations of output of rice and motorcycles that the economy can
produce given its available resources and technology. The PPF is depicted in Figure
3.6. The PPF is depicted as concave with respect to the origin in this figure. Given the
available resources and technology, the economy can produce anywhere on or inside
the PPE Point A on the PPF itself is one such point. If the economy were at point A on
the PPF, it would be producing Qg4 of rice and Qp4 of motorcycles. If the economy
were to move from point A to point B, the output of rice would increase from Qg4
to Qrp. However, the output of motorcycles would fall from Qp4 to Qpp. The fall
in motorcycles output is an example of a very general and very important concept
in economics: opportunity cost. Opportunity cost is what must be forgone when a
particular decision is made. If this economy chooses to move from point A to point B,
then the decreased production of motorcycles is the opportunity cost of the increased
production of rice.

Point C is another production point in Figure 3.6. It is more desirable than either
points A or B, because point C provides more of both rice and motorcycles compared
with A and B. Point C, however, is infeasible given the resources and technology of the
economy. Point D, inside the PPF, is feasible. However, in comparison to points A and
B, it offers less of both rice and motorcycles. Points A and B are said to be efficient in
that, at these points, the economy is getting all it can from its scarce resources. This is
not true at point D, and consequently, point D is inefficient.!!

How are the relative prices we use in this chapter determined in a PPF? We consider
this in Figure 3.7 using the following steps:

Step 1. The slope of the PPF (%) is the opportunity cost of the good on the
horizontal axis, rice. It indicates how many motorcycles must be given up to produce
an additional unit of rice.

11 Recall that the concept of efficiency in economics refers to allocative efficiency, not technological efficiency.
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Opportunity costs, relative
prices, and the slope of
the tangent line are all
equal.

Figure 3.7. Relative Prices and the Production Pos-
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Step 2. In a perfectly competitive, market system, when resources are fully employed
and firms maximize profits, the opportunity costs are fully reflected in relative prices.
The relative price of rice, the good on the horizontal axis, is (5—3).

Step 3. A tangent line to the PPF shares the same slope of the PPF, namely (ﬁ—%”;).

Step 4. Given steps 1, 2, and 3, we can see that a tangent line to the PPF has a slope
equal to the relative price of the good on the horizontal axis, (%).

This is the result we use in this chapter and indicated in Figure 3.7.

Does the result of step 4 that the slope of a tangent line represents the relative price
of rice, the good on the horizontal axis, make any sense? Let’s look at this a bit further in
Figure 3.8. Suppose that, from point A, we want to increase the output of rice from Qp,
to Qgp- Because there are opportunity costs of production represented by the PPE, this
implies a decreasein the output of motorcycles from Q,,, to Q5. As production moves
from point A to point B, the slope of the PPF increases, reflecting increasing opportunity
costs of rice production. To offset these increasing opportunity costs, the relative price
of rice must rise. Therefore, increasing the output of rice requires increasing its relative
price from (}f—; )a to the steeper (5—;) 5. This supply relationship, equivalent to the
upward-sloping rice supply curve of Chapter 2, indeed makes economic sense.

Increasing rice
output requires an
increase in the
relative price of
rice.

P
( /pw l Figure 3.8. An Increase in Rice Output
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Once, while visiting the World Trade Organization in Geneva, I took a three-day side
trip to Cleremont-Ferrand, France, in order to visit some students who were on study
abroad there. At my first buffet breakfast in the hotel, I noticed an exceptional-looking
blue cheese. It was as exceptional to eat as to look at, and upon my inquiry, I learned
that this was the famed blue d’Auvergne from the surrounding region.! I sampled it as
often as I could during my short trip, and upon my return to the United States, began to
purchase it whenever possible. In this way, I contributed to the total volume of cheese
imports of the United States. It turns out, however, that the United States also exports
cheese, especially what is known as “food-service” cheese (admittedly less exceptional
than the blue d’Auvergne). Thus the United States both imports and exports cheese, a
phenomenon known as intra-industry trade.

In this chapter, you will begin to appreciate this important type of trade. You will
also understand how it differs from inter-industry trade, why it occurs, and its role in
the world economy. We begin by contrasting inter- and intra-industry trade.

Analytical elements used in this chapter:

Countries, sectors, tasks, firms, and factors.

INTRA-INDUSTRY AND INTER-INDUSTRY TRADE

In Chapter 3, we discussed the important concept of comparative advantage. In our
example in that chapter, we saw that Japan imported rice and exported motorcycles,
whereas Vietnam exported rice and imported motorcycles. This is an example of how
comparative advantage is associated with inter-industry trade. In inter-industry trade,
a country either imports or exports a given product. Our example above of U.S. cheese
trade is quite different. The United States both imports and exports cheese. Therefore,
you should have the following associations in mind when distinguishing intra-industry
trade from inter-industry trade:

Inter-industry trade < either / or
Intra-industry trade < both / and

Aswejust mentioned, and as indicated in Table 4.1, inter-industry trade has its source
in comparative advantage, in the differences in technology and factor endowments of
countries. Intra-industry trade and its sources are different, and there are actually
two types of intra-industry trade. The example of trade in cheese varieties is a case
of horizontal intra-industry trade and has its source in product differentiation. The
term horizontal refers to the fact that the products exchanged are at the same level of
processing. That is, both the exported variety (food-service cheese) and the imported
variety (blue d’Auvergne) are final goods. The role of product differential here is that the
two varieties of cheese are different from one another. The final product blue ’Auvergne
is not the same kind of product as food-service cheese or Wisconsin cheddar. Similarly,
the final product Ford Focus is not exactly the same kind of product as a Honda Civic.?

! The term blue d’Auvergne is one example of what is known as a regional indicator in international trade law. We
will encounter regional indicators in our discussion of intellectual property in Chapter 7.

2 As stated by van Marrewijk (2002), “A satisfactory theoretical explanation (of intra-industry trade) should. . . be
able to distinguish between goods and services which are close, but imperfect substitutes” (p. 183).
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Table 4.1. Types of trade

Type of trade Phrase Meaning Source

Inter-industry Either/or Either imports or exports in a Comparative advantage
given sector of the economy

Horizontal Both/and/same Both imports and exports in a Product differentiation

intra-industry given sector of the economy

and at the same stage of
processing

Vertical intra-industry ~ Both/and/different ~ Both imports and exports in a Fragmentation (comparative
given sector of the economy advantage in some
and at different stages of instances)
processing

The second type of intra-industry trade is vertical intra-industry trade and has its
source in fragmentation (again, see Table 4.1). For example, China imports computer
components and assembles them into the final product, computers. The imported com-
puter components are at a previous stage of processing than the exported computers,
but from the point of view of computer products, this is intra-industry trade. The rea-
son this has occurred is that firms have decided to break up the production process of
computers into tasks or fragments and distribute them across national boundaries. This
fragmentation is an example of what we called international production in Chapter 1,
and vertical intra-industry trade is one area where the windows of international trade
and international production interact in an important way. Indeed, another term for
fragmentation is international production sharing. This is a relatively new phenomenon
and has shown up in the increased volumes of parts and components in international
trade flows.

There is another subtle issue associated with vertical intra-industry trade. Some
types of fragmentation take place so that final assembly will occur where there is
abundant, inexpensive labor.* This sounds a lot like the comparative advantage story
we discussed in Chapter 3. Although these issues are still being fully worked out by trade
theorists, there is agreement that some part of fragmentation is comparative advantage
working in a new way, within the realm of parts and components rather than final
goods. So, although comparative advantage is not much help in explaining horizontal
intra-industry trade, it is of help in explaining some types of vertical intra-industry
trade.”

3 See, for example, Arndt (2009). Arndt rightly notes that there are important connections between frag-
mentation and foreign direct investment. Indeed, some vertical intra-industry trade can also be intra-firm
trade within a multinational enterprise. As the OECD (2002) stated: “The combination of rising intra-
industry trade and high foreign direct investment inflows (in some countries) is consistent with the increasing
extent to which multinational firms have located parts of their production operations in these countries”
(p. 162).

4 As Brakman et al. (2006) noted, “technological and communication advances have enabled many production
processes to be subdivided into various phases which are physically separable, a process known as fragmentation.
This enables a finer and more complex division of labor, as the different phases of the production process may
now be spatially separated and undertaken at locations where costs are lowest” (p. 37).

> One reason why comparative advantage does not explain all vertical intra-industry trade is that, for this kind
of trade involving a series of tasks located in different countries, proximity to transportation and logistics hubs
can also be important.
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Figure 4.1. The Evolution of Intra-Industry Trade at the 5- and 3-Digit SITC Levels (percent of total trade).
Source: Briilhart (2009). Note: SITC refers to Standard International Trade Classification.

Globally, intra-industry trade is becoming more important over time. In the next
section, we will examine the global pattern of this type of trade. Then we will consider
more formal explanations of how and why this type of trade occurs.

GLOBAL PATTERNS OF INTRA-INDUSTRY TRADE

Estimates of the amount of intra-industry trade vary and depend both on the mea-
surement technique and the level of disaggregation of the trade data. As discussed in
the appendix, the more disaggregated are the trade data, the less the measured amount
of intra-industry trade. One comprehensive assessment of global intra-industry trade
is that of Briilhart (2009). His estimates are presented in Figure 4.1. This figure shows
that, measured at the five-digit Standard Industrial Trade Classification (SITC) level,
intra-industry trade increased from 7 percent of world trade in 1962 to 27 percent
of world trade in 2006. Measured at the three-digit SITC level, intra-industry trade
increased from 20 percent of world trade in 1962 to 44 percent of world trade in 2006.
Based on this evidence, it would be appropriate to state that approximately one-third
of world trade is intra-industry trade.

It is also clear that intra-industry trade is especially prominent in trade in manufac-
tured goods, particularly as the degree of sophistication of the manufacturing process
increases. Increased sophistication of the manufacturing process allows for both greater
differentiation of final products in horizontal intra-industry trade and greater scope of
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fragmentation in vertical intra-industry trade.® For some countries and manufactured
products, intra-industry trade can exceed 70 percent of trade.

Intra-industry trade was first analyzed in the context of trade among the countries
of Western Europe, as well as trade between the United States and Europe. The early
study by Grubel and Lloyd (1975) focused on intra-industry trade among 10 original
countries of the Organization for Economic Cooperation and Development (OECD),
an organization consisting of mostly high-income countries. These 10 countries were
Australia, Belgium, Canada, France, Italy, Japan, the Netherlands, the United Kingdom,
the United States, and West Germany (before integration with East Germany). These
authors developed an index used to measure the degree of intra-industry trade that is
explained in the appendix to this chapter. Using this index, they noted an increase in
intra-industry trade among these 10 countries during the 1960s. Subsequent studies
found that this trend continued into the 1970s and beyond.

It turns out, however, that it was a mistake to envision intra-industry trade as
taking place exclusively among high-income countries. I mentioned in Chapter 1 that
I spent the early years of the 1990s analyzing NAFTA for the U.S. International Trade
Commission. As part of this analysis, I developed a database of trade among the
countries of North America for the year 1988.” What struck me at the time was the
decidedly intra-industry character of the trade flows between Mexico and the United
States even before NAFTA went into effect. With the few exceptions of petroleum,
nonmetallic minerals, and nonelectrical machinery, trade between these two countries
was very balanced. I realized at that time that intra-industry trade could take place
between low- and high-income countries as well as between high-income countries.

At about the same time, Globerman (1992) published results indicating substantial
increases in intra-industry trade between the United States and Mexico between 1980
and 1988. Ruffin (1999) analyzed trade between Mexico and the United States for 1998,
a decade later than the year of my database, and concluded that it was nearly 80 percent
of bilateral trade. The OECD (2002) also noted Mexico’s role in intra-industry trade,
estimating it at more than 70 percent of that country’s trade during the 1996 to 2000
period. Clearly, intra-industry trade is not confined to developed countries alone.

Evidence of increases in intra-industry trade in Asia also surfaced. As indicated
in the accompanying box, intra-industry trade in Asia appears to be most important
among the newly industrialized countries (Singapore, Hong Kong, and South Korea)
and the newly exporting countries (Malaysia, Thailand, the Philippines, and Indonesia).
However, evidence emerged of increasing intra-industry trade between Japan and other
Asian countries (e.g., Wakasugi, 1997), as well as in the trade of China and its major
trading partners (e.g., Hu and Ma, 1999). Hence we can view intra-industry trade as a
multiregional process that is increasing over time.> However, there are regions that have
been left out of this trend. Evidence suggests that Western Asia (including the Middle
East) and most of Africa participate very little in intra-industry trade.” This is one of
the main distinctions between these two regions and the rest of the world with regard
to international trade characteristics.

6 See OECD (2002).

7 See Reinert, Roland-Holst, and Shiells (1993).

8 We revisit the case of China in the appendix to this chapter.
9 See, for example, Briilhart (2009).
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Intra-Industry Trade in East Asia

The phenomenon of intra-industry trade was first noticed in the expansion of trade
among the countries of Western Europe and between Western Europe and the United
States that occurred after World War II. Later, however, researchers recognized its impor-
tance for the countries of East Asia, including China, Hong Kong, Indonesia, Japan,
Malaysia, the Philippines, Singapore, South Korea, Taiwan and Thailand. Early on,
Hellvin (1994) provided estimates of intra-industry trade in East Asia that exceeded
20 percent in the mid-1980s. Subsequent analysis was provided by Thorpe and Zhang
(2005) and Ando (2006). Thorpe and Zhang (2005) suggested that intra-industry trade
increased from approximately 25 percent to approximately 50 percent between the mid-
1970s and the mid-1990s. They also suggested that vertical intra-industry trade increased
to about 30 percent during this period. Evidence from the machinery sector presented
by Ando (2006) suggested that these trends continued through at least 2000.

The East Asian region remains a very important one for the world economy, setting
trends that are later experienced in other regions. What can now be called decadal
evidence on the expansion of East Asian trade suggests that intra-industry trade in general
and vertical intra-industry trade in particular are going to be increasingly important for
this region of the world economy.

Sources: Ando (2006), Hellvin (1994), and Thorpe and Zhang (2005)

The increasing extent of intra-industry trade in the world trading system has some
important implications for the adjustment of economies to increasing trade. Recall from
Chapters 2 and 3 that increases in inter-industry trade based on absolute or comparative
advantage involve import sectors contracting and export sectors expanding. This, in
turn, requires that productive resources, most notably workers, shift from contracting
to expanding sectors in order to avoid unemployment. Workers in Vietnam must shift
from the motorcycle sector to the rice sector. Workers in Japan must shift from the rice
sector to the motorcycle sector. This is not always an easy process, and as we will discuss
in Chapter 5, it often gives rise to calls for protection.

The adjustment process in the case of intra-industry trade can be quite different.
A given sector experiences increases in imports and exports simultaneously. Therefore,
workers are less likely to need to shift between sectors of their home economy. In
the case of horizontal intra-industry trade, the labor market adjustment is across
product market niches. For example, workers in the U.S. cheese sector can adjust to the
expansion of imports of cheese by expanding exports of a different cheese variety. In
the case of vertical intra-industry trade, the labor market adjustment is across tasks or
stages of production. For example, workers in a computer sector might need to shift
from producing both computer components and final, assembled computers to just
producing certain components.!?

The potential for intra-industry trade to provide smoother trade trajectories from
an adjustment point of view has been dubbed the “smooth adjustment hypothesis”

10 Empirical evidence of intra-industry trade reducing demand for trade protection was first given in Marvel and
Ray (1987). Subsequently, the same point was made by Grimwade (1989) and Thom and McDowell (1999).
Ruffin (1999) also noted that: “One of the great benefits of intra-industry trade is that international trade need
not cause the dislocations associated with inter-industry trade” (p. 7).
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Figure 4.2. Markets for Blue and Food-Service Cheese

by Briilhart (2009). If we were to rank the smoothness of adjustment across the three
types of trade, it would be as follows:

Inter-industry trade: Low (not at all smooth)
Vertical intra-industry trade: Medium (somewhat smooth)
Horizontal intra-industry trade: High (smooth)

Engagement with the world trading economy is therefore easier from labor and
political points of view in the case of intra-industry trade than in the case of inter-
industry trade.

AN EXPLANATION OF INTRA-INDUSTRY TRADE

We are now going to develop an explanation of horizontal intra-industry trade using
the example of U.S. trade in cheese. As suggested previously, in order to do this, we
are going to have to allow for product differentiation among types of cheese. To keep
things simple, we will restrict ourselves to two types of cheese: blue cheese (denoted
by B) and food-service cheese (denoted by F). Because there are two distinct products,
there are two distinct markets, each with its own price and quantity. This situation is
represented in Figure 4.2.

Figure 4.2 depicts the two cheese markets from the perspective of the United States.
There are two sets of axes, one for each type of cheese, with prices (Pg and Pr) on
the vertical axes and quantities (Qp and QF) on the horizontal axes. U.S. households
consume both types of cheese, and U.S. firms produce both types of cheese. U.S. demand
curves for the two types of cheese are denoted Dy and Dy, and these are downward
sloping. U.S. supply curves for the two types of cheese are denoted Sp and Sp, and
these are upward sloping. The U.S. supply curve for food-service cheese is farther to
the right than its supply curve for blue cheese. This reflects the presence of more firms
producing food-service cheese than blue cheese.

The trade implications of these supply and demand relationships are illustrated in
Figure 4.3. To simplify the situation for ourselves, we are going to assume that the United
States cannot influence the world price of either type of cheese.!! Thus, in Figure 4.3,

1 This comprises what international economists call the “small country assumption.” For the case of the United
States in world cheese markets, this might not always be a good assumption. We use it here, however, to simplify
our analysis of intra-industry trade.
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Figure 4.4. The Gains from Intra-Industry Trade

the United States cannot affect the values of either P} or P} along the vertical axes.
Therefore, even with quality differences implying that the world price of food-service
cheese is below the world price of blue cheese (P} < P})), the United States exports
E r of food-service cheese and imports Zp of blue cheese. In this way, the United States
engages in intra-industry trade in cheese, both importing and exporting cheese. An
alternative example of vertical intra-industry trade in computer products is provided
in the accompanying box.

Does intra-industry trade in cheese benefit the United States? We take up this issue
in Figure 4.4. This figure is the same as Figure 4.3, but it includes autarky prices for the
United States (PSS and PJ®). Consider first the blue cheese market. You can see that,
as the United States moves from autarky to trade, the gain in U.S. consumer surplus
(A + B) exceeds the loss in U.S. producer surplus (A) by area B.'?> Next consider the
food-service cheese market. You can see that as the United States moves from autarky
to trade, the gain in U.S. producer surplus (C + D) exceeds the loss in U.S. consumer
surplus (C) by area D. Therefore, the movement from autarky to intra-industry trade
entails a total gain of areas B and D. There are gains from intra-industry trade as well
as from inter-industry trade.

12 Recall that there is an appendix to Chapter 2 reviewing the consumer surplus and producer surplus ideas. Please
refer to it if you need to refresh your memory.
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Computer Products Trade

As noted by Curry and Kenney (2004), the personal computer is a highly modular prod-
uct. This fact has ensured that personal computer assembly is one that supports vertical
intra-industry trade via fragmentation and production sharing. The tasks involved in
building a personal computer stretch out along what is known as the value chain, rang-
ing from raw materials to many kinds of component manufacturing to final assembly
and sales. Various raw materials such as ceramics, metals, and chemicals are used to
produce a large range of components such as the microprocessor, circuit boards, display
panel, and many others. Compared with component manufacturing, assembly is very
straightforward. Indeed, Curry and Kenney (2004) state that: “Modularity and inter-
national standardization has [sic] proceeded to such an extent that an assembler with
minimal training can assemble a PC in fifteen minutes with little more equipment than
a screwdriver and a socket set” (p. 118). Consequently, computer assembly is more of a
logistics operation than a manufacturing operation.

Inrecent years, a great deal of computer assembly has been taken on by Taiwanese firms
operating in China. These firms often need to import computer components (particularly
the high-end components such as microprocessors) that are then used to assemble
the final computer. Despite a growing PC market in China, most of the assembled
computers are then exported to major markets outside of China. Thus China imports
computer products at one stage of processing (components) and exports computer
products at another stage of processing (the final, assembled computer). This is vertical
intra-industry trade in computer products.

Sources: Curry and Kenney (2004) and Mclvor (2005)

CONCLUSION

In Chapters 2 and 3, we considered models of inter-industry trade. However, approx-
imately one-third of world trade consists of intra-industry trade. This breaks down
into two types: horizontal intra-industry trade based on product differentiation, and
vertical intra-industry trade based on fragmentation and potentially on comparative
advantage. If, as you proceed through this book, you have trouble distinguishing inter-
industry and intra-industry trade, be sure to refer back to Table 4.1. We also noted that
adjustment to trade can be smoother in the case of intra-industry trade than in the case
of inter-industry trade.

We have used the supply and demand diagram to develop a simple analysis of
horizontal intra-industry trade. Our description of vertical intra-industry trade made
preliminary use of the value chain and the notion of tasks in a preliminary description
of international production. We will return to these ideas more fully in Part II of the
book.

REVIEW EXERCISES

1. In your own words, please explain the difference between inter-industry and
intra-industry trade.

2. How is the phenomenon of horizontal intra-industry trade related to product
diversification?
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3. Create your own example of a horizontal intra-industry trade model by choosing
a country and a product. Draw a diagram equivalent to Figure 4.3 describing
intra-industry trade for your example. Next, draw a diagram equivalent to Figure
4.4 describing the gains from intra-industry trade.

4. Create your own example of vertical intra-industry trade and explain how it is
related to fragmentation.

5. Explain why the adjustment process stemming from intra-industry trade is easier
for a country to accommodate than the adjustment process stemming from inter-
industry trade.

FURTHER READING AND WEB RESOURCES

The original work on intra-industry trade was by Grubel and Lloyd (1975), and an early
review was by Greenaway and Torstensson (1997). For concise, more recent reviews,
see Chapter 10 of van Marrewijk (2002), OECD (2002), Chapter 4 of Brakman et al.
(2006), and van Marrewijk (2009). For a longer, empirical review, see Briilhart (2009).

APPENDIX: THE GRUBEL-LLOYD INDEX

We mentioned in this chapter that Grubel and Lloyd (1975) completed the first impor-
tant study of intra-industry trade. In this study, these authors developed what is now a
well-known index for measuring the degree of intra-industry trade, the Grubel-Lloyd
index. This appendix introduces you to this index and provides a brief example of its
application to China.

The Grubel-Lloyd index looks at a given product category denoted by the letter i.
The index of intra-industry trade in this product category is usually denoted by B;. B;
is calculated based on the level of imports of product i (denoted Z;) and the level of
exports of product i (denoted E;). The Grubel-Lloyd index is calculated as:

|E; — Zi
Bi=|1-2"%2"1 100
(Ei+ Zi)

Recall that |E; — Z;| refers to the absolute value of the difference between exports
and imports of product i. This value is always positive. The best way to make sense of the
Grubel-Lloyd index is to consider the case where intra-industry trade is at its maximum.

/a0 ]
45°,B =100
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i

Figure 4.5. Visualizing the Grubel-Lloyd Index
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Table 4.2. Measuring China’s intra-industry trade using
the Grubel-Lloyd index

3-digit SITC 2-digit SITC 1-digit SITC
Year or 237 Sectors or 67 Sectors or 10 Sectors
1980 20 30 63
1985 20 29 44
1990 36 45 60
1995 38 48 67
2000 39 48 57
2005 42 49 58

Source: Van Marrewijk (2009). Note: SITC refers to standard interna-
tional trade classification. The Grubel-Lloyd indices reported here are
average, trade-weighted indices.

That is where exports and imports of product 7 are exactly equal to one another. In this
case, |[E; — Z;l = 0 and B; = (1 — 0) - 100 = 100. Therefore, the Grubel-Lloyd index
ranges from 0 to 100. As the index increases from 0 to 100, the amount of intra-industry
trade in product category 7 increases.

We can visualize this using Figure 4.5. In cases where E; = Z;, a particular trading
economy will be on the 45-degree line in this figure and B; = 100. As the trading
economy diverges in either direction from the 45-degree line, B; will decline from 100.
If the import and export values are such that one is zero (the pure inter-industry trade
case), then the economy will be on one of the two axes and B; = 0.

Table 4.2 reports a few measures of intra-industry trade for China using the Grubel-
Lloyd index calculated by Van Marrewijk (2009). Van Marrewijk rightly draws three
conclusions from the results presented in this table. First, as we disaggregate further
(moving right to left in the table), the amount of trade classified as intra-industry
declines. Second, despite this decline, intra-industry trade does not disappear.'® Third,
as discussed in this chapter, the amount of intra-industry trade increases over time.
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In Chapter 3, you learned that it was possible for countries to move from autarky to
inter-industry trading relationships based on patterns of comparative advantage. So, for
example, Japan can export motorcycles to Vietnam while importing rice from Vietnam.
You also learned that such movements from autarky to trade involve improvements
in welfare for the countries involved. In other words, both Japan and Vietnam can
experience gains from trade. In point of fact, however, Japan has a long history of
restricting imports of rice. This reluctance to import rice has been explained by the
Consulate General of Japan in San Francisco:

Rice has been the staple of the Japanese for over 200 years and can be considered the
most important element in the evolution of the Japanese culture and social structure.
Therefore, a significant segment of the Japanese population express cultural concerns
over rice imports. In addition, many Japanese rice producers have historically been
strongly opposed to accepting rice imports for both economic security and cultural
reasons.

Indeed, during the Uruguay Round of multilateral trade negotiations, the Japanese Diet
(Parliament) passed three resolutions opposing the proposed partial liberalization of
the Japanese rice market. At the very end of the Uruguay Round negotiations (in 1994),
Japan was given “special treatment” to continue to restrict rice imports. To this day,
Japan offers significant protection to its domestic rice sector such that the domestic
price is approximately twice as high as the world price.!

Welcome to the political economy of trade policy. In Chapters 2 and 3, we were
careful to mention that the improvement in overall welfare in a country that occurs
due to the gains from trade does not necessarily imply an improvement in welfare for
every individual and group in that country. In this chapter, you will learn that it is
both possible and likely that, in countries moving from autarky to trade, certain groups
actually lose from this change.? Japanese rice producers are one such politically powerful
group. The fact that there are both winners and losers from international trade gives
rise to the political economy of trade. This is a realm where the field of international
trade begins to merge somewhat into political science and public policy, a very exciting
prospect for many researchers and practitioners.

We begin in this chapter by considering different approaches to the political economy
of trade, including country-based, factor-based, sector-based, and firm-based. We then
revisit the model of comparative advantage developed in Chapter 3. This will be the
means through which we explore factor-based and sector-based approaches to the
political economy of trade. First, we consider the role of factors of production in
comparative advantage as described by the Heckscher-Ohlin model of trade and take
up the associated Stolper-Samuelson theorem. Second, we examine the application of
this theorem to the topic of North-South trade. Finally, we consider the role of sectors
in the specific factors model of the political economy of trade. An appendix to the
chapter considers a model of endogenous protection.

Analytical elements for this chapter:

Countries, sectors, firms, and factors of production.

! See Fukuda, Dyck, and Stout (2003), for example.
2 As in the cases of Chapters 2 and 3, we are working in this chapter within the standard economic view of welfare.
We do need to recognize that there are other views that can lead to different interpretations of trade issues.
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Table 5.1. Approaches to the political economy of trade

Focus Name Insight

Country-based  Realism There are security externalities associated with
international trade that need to be managed by country
governments.

Country-based  Institutionalism Institutional structures within country governments affect
trade policy outcomes.

Factor-based Heckscher-Ohlin model Under factor mobility within a country, different factors

Stolper-Samuelson theorem can win or lose from increased trade.

Sector-based Specific factors model With sector-specific factors, whether factors win or lose
can depend on whether they are specific to an export-
or import-oriented sector.

Firm-based Firm-based The exposure of firms to trade or international capital

mobility can influence the posture of these firms to
trade liberalization.

Source: Adapted from Walter and Sen (2009)

APPROACHES TO THE POLITICAL ECONOMY OF TRADE

Research on the political economy of trade provides a framework of a market for
protection that draws our attention to supply-side and demand-side factors in this
market.’ The supply of protection is provided by national governments, and we have
two country-based approaches in the field of international relations and political science
that offer alternative perspectives of this side of the protection markets. As shown in
Table 5.1, these are the perspectives of realism and institutionalism. Realism is a school
of thought in international relations that stresses the lack of global government and the
consequence that inherently anarchic relations must be addressed via the projection of
power by leading countries.*

Realism views trade through the lens of power, emphasizing the security and tech-
nology aspects of trade and the need to harness these to promote national “strength.”
For example, trade in certain defense-related products can dissipate power and con-
sequently be tightly controlled within established alliances. High technology can be
“dual-use,” potentially having defense-related characteristics. It too can be tightly con-
trolled. Finally, access to hydrocarbons and minerals is often viewed through a realist
lens by national governments, as in the case of rare earth elements (REEs), discussed
in Chapter 2. Protection is often offered by governments in support of these ends, and
more generally, these governments often view trade relations through a lens of security
alliances.

Institutionalism is associated with most branches of the social sciences and focuses
on the “rules of the game” within a particular sociopolitical or socioeconomic system.
In the realm of the political economy of trade, institutional analysis emphasizes the
importance of certain key aspects of national governments in supplying protection.’
The distribution of decision-making power within a national government apparatus
can be important, as well as the relationship of executive and legislative branches with

3 See, for example, Rodrik (1995) and Milner (1999).
* For a more thorough treatment of realism, see Donnelly (2000).
5 See, for example, Milner (1997). For empirical evidence, see Henisz and Mansfield (2006).



60

THE POLITICAL ECONOMY OF TRADE

regard to trade policy. To generalize a bit, the contrast with realism is to view national
governments as nonunitary actors rather than as unitary actors in the realm of global
power politics. A central insight of institutional analysis is that trade policy changes
are more likely the more centralized is decision-making power within the institutional
framework of a government.

Other approaches to the political economy of trade emphasize the role of demand
for protection in the form of what is sometimes referred to as pressure group models.
It is here that international economists have made their most important contribution
to analyzing the political economy of trade, and the rest of this chapter considers
these contributions. One approach is factor-based in that pressure comes from classes
composed of one factor of production or another that lose as a result of trade liberal-
ization. Later, we will consider the Heckscher-Ohlin model and its Stolper-Samuelson
theorem as a factor-based theory of the demand for protection. A second approach
is that pressure comes from sectors rather than classes (sector interests can cut across
classes), and here we encounter what is known as the specific factors model. Together,
the Stolper-Samuelson theorem and the specific factors model represent economists’
contribution to the political economy of trade.

There is another strand in the analysis of the political economy of trade that focuses
on specific firms and their exposure to trade and international capital mobility. This
firm-level analysis was inspired by Milner (1988), who argued that firms that are more
export-oriented and “multinationalized” in their production and/or ownership tend
to be less protectionist in their lobbying efforts. This is a plausible hypothesis in many
circumstances, but might fall short of a general principle.®

Table 5.1 reveals that the political economy of trade is not straightforward, but is
rather subject to a number of influences at the levels of nations, factors, sectors, and
firms. In the remainder of this chapter, we will focus on factor-based and sector-based
explanations, but we should not lose sight of the fact that specific cases could be more
complex than suggested by these frameworks.

COMPARATIVE ADVANTAGE REVISITED

In order to begin talking more specifically about the factor and sector approaches to the
political economy of trade, it is useful to revisit the model of comparative advantage we
developed in Chapter 3. Figure 5.1 reproduces Figure 3.3 from that chapter. Recall that
Vietnam has a comparative advantage in the production of rice (denoted R), and Japan
has a comparative advantage in the production of motorcycles (denoted M). As these
two economies move from autarky to trade, production in each country expands in the
direction of the sector in which it has comparative advantage. In the movement from
points A to B along the production possibility frontiers in Figure 5.1, rice production
expands in Vietnam, and motorcycle production expands in Japan. The purpose of this
chapter is to analyze these processes much more carefully.

What determines the pattern of comparative advantage illustrated in Figure 5.12
Recall from Chapters 2 and 3 that there are two broad determinants: technology and
factors of production. A factor-based analysis of the political economy of trade policy

® For a critique of the hypothesized relationship between firms with “multinationalized” ownership and less
protectionist orientations, see Hiscox (2004).
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Figure 5.1. Autarky and Comparative Advantage in Vietnam and Japan

takes up the latter determinant and examines the implications of the movement from
points A to B in Figure 5.1 for factors of production in Vietnam and Japan.

TRADE AND FACTORS OF PRODUCTION

Suppose that the pattern of comparative advantage illustrated in Figure 5.1 is based on
different endowments of factors of production. More specifically, suppose that Vietnam’s
comparative advantage in rice reflects the fact that it has a relatively large endowment of
land. In the language of international trade theory, Vietnam is relatively land abundant.
By this, we mean that the ratio of land to physical capital is larger in Vietnam than
in Japan. This relative abundance of land gives Vietnam a comparative advantage in
producing the land-intensive good, rice. Similarly, suppose that Japan’s comparative
advantage in motorcycles reflects the fact that it has a relatively large endowment of
physical capital. In the language of international trade theory, Japan is relatively capital
abundant. By this, we mean that the ratio of physical capital to land is larger in Japan
than in Vietnam. This relative abundance of capital gives Japan a comparative advantage
in producing the capital-intensive good, motorcycles.”

We must pause here for a moment. In the previous paragraph, we associated the
term endowments with countries (Vietnam, Japan) and the term intensities with sectors
or goods (rice, motorcycles). It is very easy to forget these associations, so we must keep
them firmly in mind. Here is something you can refer to as you read the remainder of
this section:

Factor endowments < Countries
Factor intensities < Sectors or goods

As mentioned previously, the explanation of comparative advantage in terms of
factor endowments is associated with the Heckscher-Ohlin model of international
trade.® This model is one of the most famous models in trade theory. The logic of the
Heckscher-Ohlin model is illustrated in the top six boxes of Figure 5.2. The top two

7 We need to interpret these statements with care. We are saying that Vietnam is relatively land abundant in
comparison to Japan. In comparison to its own population, land is indeed scarce in Vietnam. See The Economist
(2002b).

8 This model originated in the work of Heckscher (1949) and Ohlin (1933).
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Vietnam: Japan:
Relatively land Endowments Relatively
abundant. <—> | capital

abundant.

\I/ Comparative \I/
Comparative advantage Comparative
advantage in | <———————> | advantage in
rice. motorcycles.
Export rice. Trade Export
Import <——>| motorcycles.
motorcycles. Import rice.
Increased Increased
output of rice. Production output of Figure 5.2. The Heckscher-Ohlin Model and the
Decreased motorcycles. Stolper-Samuelson Theorem
output of Decreased
motorcycles. output of rice.
Increased Factor Increased
demand for demands demand for
land. <—>| capital.
Decreased Decreased
demand for demand for
capital. land.

\I/ Factor \I/

Land owners prices Capitalists
gain.. . <—> | gains.
Capitalists Land owners
lose. lose.

boxes of this figure concern factor endowments. Vietnam is relatively land abundant,
and Japan is relatively capital abundant. The next two boxes concern the pattern of
comparative advantage. Vietnam has a comparative advantage in rice (land intensive),
and Japan has a comparative advantage in motorcycles (capital intensive). The third
level of boxes in Figure 5.2 concerns trade flows. In accordance with the pattern of
comparative advantage, Vietnam exports rice to Japan, and Japan exports motorcycles
to Vietnam.

More generally, the Heckscher-Ohlin model of international trade gives the following
result with regard to trade:

A country exports the good whose production is intensive in its abundant factor. It
imports the good whose production is intensive in its scarce factor.

The implication of Figure 5.2 for the political economy of trade policy is addressed
in the bottom six boxes. In Vietnam, the comparative advantage in rice causes an
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increase in the output of rice at the expense of motorcycles. Consequently, there is an
increase in demand for land and a decrease in demand for physical capital. These factor
demand changes have the result that landowners in Vietnam gain from trade, whereas
Vietnamese capital owners (capitalists) lose from trade.’

In Japan, the comparative advantage in motorcycles causes an increase in the output
of motorcycles at the expense of rice. Consequently, there is an increase in demand
for physical capital and a decrease in demand for land. These changes cause Japanese
capital owners to gain from trade and Japanese landowners to lose from trade.

Given the results of Figure 5.2, we would expect that landowners in Vietnam and
capital owners in Japan would support trade. Political opposition to trade or demand
for protection would come from capital owners in Vietnam and landowners in the
Japan. Thus we can see why the strong and persistent opposition to rice imports in
Japan discussed in the introduction to this chapter arises and persists. It is due, at
least in part, to the political clout of Japanese landowners. The reason, however, is not
“economic security and culture.” Rather, it is income loss.!0

Let’s summarize these results in more general terms. In both Vietnam and Japan, the
sector intensive in the country’s abundant factor expands, whereas the sector intensive
in the country’s scarce factor contracts. This, in turn, causes an increase in the demand
for the abundant factor in each country and a decrease in demand for the scarce factor
in each country. These changes in demand, in turn, have implications for the returns
to or incomes of the factors in question and hence the demand for protection.

The Heckscher-Ohlin model thus has an important implication for the political
economy of trade, and this implication is summarized in a central result of international
trade theory, the Stolper-Samuelson theorem.!! In general terms, this theorem can be
stated as follows:

As a country moves from autarky to trade, the country’s abundant factor of production
(used intensively in the export sector) gains, whereas the country’s scarce factor of
production (used intensively in the import sector) loses. Opposition to trade or demand
for protection therefore arises from the scarce factor of production.

The Stolper-Samuelson theorem thus locates the potential opposition to increased
trade (and support for protection) in the scarce factor of production in a country.
This key insight composes the lens through which many international economists and
policymakers view the political economy of trade. An extension of the model to the
issue of endogenous protection is presented in the appendix. The Stolper-Samuelson
theorem cannot be applied blindly, however. It applies only to inter-industry trade
based on different endowments in factors of production. Intra-industry trade and trade
based on differences in technology can mitigate the effects described by the theorem.

® Given that Vietnam is a socialist country, we need to be careful here. Institutions of ownership can be very
different than in fully market-oriented countries.

10 The historical relevance of this result can be seen in the work of Anderson and Hayami (1986). Walter and
Sen (2009) noted that “an electoral system that gives representation to rural districts, as in Japan, can entrench
protectionist policies in agriculture” (p. 82). For proposed changes to this system, see The Economist (2011).

!1 This theorem originated in a famous article by Wolfgang Stolper and Paul Samuelson (1941). In the words of
Deardorff (1998), “One might have thought and hoped that the broader gains from trade . . . might have allowed
both abundant and scarce factors to gain from trade. . . . But alas no, Stolper and Samuelson showed this is not
the case” (p. 364). Another theorem of the Heckscher-Ohlin model, the Rybczynski theorem, is presented in
the appendix to Chapter 24.
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South: North:
Relatively Endowments Relatively
labor <——> | capital
abundant. abundant.
\I/ Comparative \I/
Comparative advantage Comparative
advantage in <——> | advantage in
LIGs. CIGs.
Export LIGs. Trade Export CIGs.
Import CIGs. <—=| Import LIGs.
In‘ireatssg Increased Figure 5.3. The Stolper-Samuelson Theorem and
Ellleu Production output of North-South Trade (LIGs, labor-intensive goods;
S < 5| CIGs. CIGs, capital-intensive goods)
Decreased Decreased
output of output of
CIGs. LIGs.
Increased Factor Increased
demand for demands demand for
labor. <—>| capital.
Decreased Decreased
demand for demand for
capital. labor.
\I/ Factor \I/
Workers gain. prices Capitalists
Capitalists <—> | gains.
lose. Workers lose.

These alternative considerations arise in the application of the theorem to the issue of
North-South trade and wages.

NORTH-SOUTH TRADE AND WAGES

There is an application of the Stolper-Samuelson theorem that has generated a great
deal of recent interest and controversy. This is the question of North-South trade and
wages. The term North refers to the high-income or “developed” countries of the world,
whereas the terms Southrefers to the low- and middle-income or “developing” countries
of the world. High-income countries tend to be relatively capital abundant, whereas
developing countries tend to be relatively labor abundant. The implications of these
relative factor endowments are illustrated in Figure 5.3. The Heckscher-Ohlin model
of trade would suggest that the North has a comparative advantage in capital-intensive
goods (CIGs) and that the South has a comparative advantage in labor-intensive
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goods (LIGs). This is illustrated in the top six boxes of Figure 5.3. Furthermore, the
Stolper-Samuelson theorem would suggest that labor in the North will lose as a result
of trade. This is illustrated in the bottom six boxes of Figure 5.3. The possibility of
Northern labor losing as a result of trade has led labor interests in the North to be,
in many instances, opposed to increased trade. For example, the U.S. labor movement
opposed both the North American Free Trade Agreement (NAFTA) and the formation
of the World Trade Organization (WTO).

Although the possibility of Northern labor as a whole losing as a result of increased
international trade with the South is in itself of some interest, there is a more subtle
issue in the ongoing debate concerning North-South trade and wages that is very much
worth emphasizing here. There is evidence that developing countries in the South
have comparative advantage in unskilled-labor—intensive goods and that developed
countries in the North have comparative advantage in skilled-labor—intensive goods.
If this is indeed true, then according to the Stolper-Samuelson theorem, the Northern
workers who lose as a result of increased North-South trade are actually unskilled
workers. This possibility, first introduced by Wood (1994), is of a great deal of interest
and concern. For example, since the early 1980s in the United States, unskilled workers
have seen their wages decline relative to skilled workers, with negative impacts for
the overall income distribution. Perhaps increased North-South trade has caused this
relative wage decline.!

Since the early 1990s, these concerns have prompted ongoing empirical investigation
into the effects of trade on Northern wages (see the box on Southern wages in the case
of Latin America). The number of studies is too large, and the technical issues too
detailed, for a review here.”> However, we can note the important empirical result
that there are two (not one) main causes for the decline in relative wages of Northern
unskilled workers: trade and technology.

The trade impacts are those suggested by the Stolper-Samuelson theorem, namely,
that Northern unskilled workers lose because the North has a comparative advantage
in skilled-labor-intensive goods. These effects, however, tend to be smaller than the
Stolper-Samuelson theorem would suggest. Why is this? First, there is some evidence
that export-oriented industries in the North tend to pay higher wages than other
industries. Consequently, the labor reallocations caused by increased trade tend to boost
average wages.'* Second, some North-South trade is based on higher labor productivity
(better technology) in the North rather than differences in factor endowments. Third,
some North-South trade is intra-industry in nature and might therefore offer more
adjustment opportunities to Northern workers than infer-industry trade.'> For these
reasons, although important, trade is not the only source of the decline in relative wages
of Northern unskilled workers. Technology matters as well, and intra-industry trade
might mitigate the standard Stolper-Samuelson effects.

12 In the case of the United States, the concern was summarized some years ago by Krugman and Lawrence (1996)
as follows: “The conventional wisdom holds that foreign competition has eroded the U.S. manufacturing
base, washing out the high-paying jobs that a strong manufacturing sector provides. ... And because imports
increasingly come from Third World countries with their huge reserves of unskilled labor, the heaviest burden
of this foreign competition has ostensibly fallen on less educated American workers” (p. 35).

13 For reviews, see Freeman (1995), Richardson (1995), Deardorff (1998), Wood (2002), and Krugman (2008).

14 Gee Bernard and Jensen (1995).

15 See Reinert and Roland-Holst (1998) for the example of the North American Free Trade Agreement.
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Let’s turn to the technology effects of North-South trade on Northern unskilled
workers. There appears to be an ongoing process of technological change in the North
that increases demand for skilled workers and makes these workers more productive,
relative to unskilled workers.'® This is the process we mentioned in Chapter 1 in the
box entitled “ICT in the World Economy.” Some time ago, Deardorff (1998) aptly
summarized the relevance of this process to wage changes:

The computer revolution has made it possible for highly skilled workers, manipulating
their environments with electronic devices, to produce far more than equally skilled
workers could have previously, also replacing to a large extent the unskilled workers
whose tasks are taken over increasingly by intelligent machines. As a result, the
productivity and wages of skilled workers rise, while those of unskilled workers do
not (p. 368).

There are policy analysts in the North, with well-grounded concerns about the plight
of unskilled Northern workers, who call for trade restrictions to address the effects of
North-South trade on unskilled wages in the North. For a number of reasons, this is
probably not the best policy approach. First, technology appears to be as important a
factor as trade, and few policy analysts call for limiting technological change. Second,
trade restrictions will suppress overall gains from trade in both the North and South.
Third, such restrictions could violate multilateral commitments made in the WTO (see
Chapter 7). Fourth, trade restrictions might harm unskilled workers in the South who
are in more dire straits than their Northern counterparts. A more long-term and pro-
ductive policy approach would be to offer other forms of support to unskilled Northern
workers. These could be income supports (including trade adjustment assistance) and,
more importantly, support to increase human capital assets (education, training). If
there is one factor contributing to wage and income inequality in the North, it is the
failure to complete secondary (high school) education. Remedying educational failures
is an important, and neglected, policy imperative in Northern countries as well as in
Southern countries.

Trade and Wages in Latin America

In our preceding discussion, we suggested that developing countries in the “South”
have a comparative advantage in unskilled-labor—intensive goods. As suggested by the
Heckscher-Ohlin model, this is a result of these countries being abundant in unskilled
labor. If this is the case, then according to the Stolper-Samuelson theorem, increased
trade would benefit unskilled labor in developing countries, relative to skilled labor. It
turns out, however, that in some Latin American countries, the opposite appears to have
been the case. For example, trade liberalization in a number of Latin America countries
has been accompanied by decreases in the relative wages of unskilled workers. Why
would the Stolper-Samuelson theorem be wrong?

One reason is trade in physical capital. As some Latin American countries liberalized

their trading regimes, firms imported more physical capital (machines) in order to

16 This appears to be part of the shift toward flexible manufacturing systems discussed in Chapter 9 and has had the
effect of suppressing blue-collar wages. In addition, globally, multinational enterprises often serve as conduits
of technological change through their foreign direct investment activities. Therefore, it is possible that MNEs
can contribute to changing wage patterns via technology.
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remain competitive. Embodied in these machines was a newer technology level that
demanded relatively more skilled workers than the old technology that had been in use.
Consequently, as trade was liberalized, the technology effects overpowered the Stolper-
Samuelson effects, and the net result was that unskilled workers lost relative to skilled
workers as a result of trade.

Here, then, is another important case of the political economy of trade. Given that the
majority of workers in Latin America are unskilled and Latin American counties already
have severe inequality problems, the above results are of some cause for concern. They
indicate that trade can, in some instances, exacerbate existing inequalities and, thereby,
contribute to political tensions.

Sources: Gindling and Robbins (2001), Robbins and Gindling (1999), and Wood (1997)

THE ROLE OF SPECIFIC FACTORS

As we saw in Table 5.1, a sector-based approach to the political economy of trade is
associated with what is called the specific factors model. A central assumption of the
Heckscher-Ohlin model and its Stolper-Samuelson theorem is that resources or factors
of production such as labor, physical capital, and land can move effortlessly among
different sectors of trading economies. So, for example, Japanese resources are assumed
to be able to shift back and forth between rice and motorcycle production. The same is
assumed to be true for Vietnam. For some types of analysis, particularly that applying to
the long run, this “perfect factor mobility” assumption is reasonable. In other instances,
the assumption can be at odds with reality. Instead, factors of production can be sector
specific, and it is this phenomenon that motivates the specific factors model and its
approach to the political economy of trade.!”

The presence of specific factors requires a modification of the Stolper-Samuelson
theorem. To see this, let’s consider the example of steel production in the United States.
The United States is, without a doubt, relatively abundant in physical capital. The
Stolper-Samuelson theorem would therefore suggest that capital owners in the United
States would gain as a result of increased trade. But here is the puzzle. In its 2000 annual
report, the U.S.-based Weirton Steel Corporation drew attention to what it called an
“import crisis” and pledged to fight the “import war.” It said it planned to “aggressively
seek changes in Washington (DC) to stop the devastation caused by unfair trade.” This
hardly sounds like capitalists gaining from trade.

Why would capitalists in a capital-abundant country oppose increased trade in
violation of the Stolper-Samuelson theorem? As it turns out, the notion of specific
factors helps us to address this puzzle. Weirton Steel Corporation, and many other
U.S. steel firms, are owners of large amounts of specific factors in the form of steel
mills, some of them very large, “integrated” facilities.'® These facilities cannot move
into the production of other products such as semiconductors. They are specific to the
production of steel.

17 von Haberler (1937) first emphasized the role of specific factors in models of international trade, but this model

was formalized by Jones (1971).

18 Blecker (2009) noted that “Steel production, especially in integrated mills, is capital intensive and has large
economies of scale, which create a tendency toward the existence of excess capacity (except in times of strong
demand)” (p. 1032). In the short run, the large amount of capital in integrated mills constitutes a sector-specific
factor.
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A modification of the Stolper-Samuelson theorem in the face of such specific factors
is important to understanding the U.S. steel and other similar cases. This modification
is as follows:

Factors of production that are specific to import sectors tend to lose as a result of trade,
whereas factors of production specific to export sectors tend to gain as a result of trade.

Thus Weirton steel’s actions are not difficult to understand. It is a company in an
import sector that is characterized by sector-specific physical capital (and perhaps even
labor). The owners of Weirton steel therefore stand to lose as a result of increased trade.
Consequently, as described in the box, “U.S. Steel Protection,” the firm entered the
“importwar” to attempt to reduce imports and protect the incomes of its specific factors.

It is not always easy to keep the difference between specific and mobile factors in
mind when assessing the political economy of trade. For this reason, we need a box to
help us:

Mobile factors of production: The Stolper-Samuelson theorem applies. The abundant
factor of production (used intensively in the export sector) gains, whereas the scarce
factor of production (used intensively in the import sector) loses.

Specific factors of production: The Stolper-Samuelson theorem does not apply. The factor
of production specific to the export sector gains, whereas the factor of production specific
to the import sector loses. The fate of mobile factors is uncertain.

When you come upon a political economy of trade issue, in any country of the
trading world, it will be very helpful to your understanding if you were to first pause
for a moment and try to identify the mobile or specific factors of production involved.
Then glance up at the above box. The political economy of trade issue should be very
much clarified by this process. If not, it is probably the case that technology, not factors
of production, drives the trade involved.

U.S. Steel Protection

In September 1998, 12 U.S. steel companies, including Weirton Steel mentioned previ-
ously, filed cases with the U.S. government alleging that the hot-rolled steel exports of
Russia, Japan, and Brazil had been unfairly “dumped” or sold at “less than fair value” in
U.S. markets. The U.S. International Trade Commission (USITC) found in favor of the
U.S. steel industry, and protection to offset the dumping was applied. In June 1999, seven
U.S. steel companies, again including Weirton Steel, filed follow-up cases involving cold-
rolled steel exports of China, South Africa, Turkey, Brazil, Argentina, Thailand, Russia,
Venezuela, Japan, Indonesia, Slovakia, and Taiwan. The USITC found in favor of the U.S.
steel industry in the cases of Indonesia, Slovakia, and Taiwan. Next, in October 1999,
Weirton Steel filed an antidumping case against Japan’s exports of tin mill products, and
the USITC found in Weirton’s favor.

Despite these results, capping two decades of special protection, the U.S. steel industry
felt that a more comprehensive solution was required to support the incomes of its sector-
specific factors. Under the banner “Stand Up for Steel” (U.S.-manufactured steel, that
is), the industry pressed on with a campaign for further protection. This campaign, in
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which Weirton played a leading role, included petitions, lobbying, and even motorcycle
rallies (“Ride for Steel”). The efforts were best organized in Weirton’s home state, West
Virginia, a state that helped secure George W. Bush’s position as U.S. president through
switches in party loyalties.

In June 2001, President Bush’s administration instructed the USITC to undertake
a global safeguard investigation of U.S. steel imports. Such an investigation does not
require a finding of “unfair” trade or “dumping,” nor is it targeted to specific countries.
In December 2001, the USITC found that the U.S. steel industry had been subject to
injury as a result of imports and recommended certain remedies. In March 2002, the
Bush administration imposed a number of protection measures, including “safeguard”
tariffs of up to 30 percent, on US$30 billion worth of steel imports. The European Union
and Japan, both of whom were targets in the protection, appealed to the World Trade
Organization (WTO) in Geneva. In 2003, the WTO found against the United States and
ruled that the tariffs were incompatible with WTO principles.

Sources: The Economist (2002a), Blecker (2009), and Weirton Steel Corporation

CONCLUSION

Support for trade is not universal, and protection from trade is common. Country-based
explanations of the supply of protection can be found in realism and institutionalism.
Explanations of the demand for protection can be found in factor-based and sector-
based insights from trade theory. In this chapter, we have seen that the movement
from autarky to trade in any country can hurt some groups of people in that country.
According to the Stolper-Samuelson theorem of the Heckscher-Ohlin model, this can be
as a result of owning a factor of production that is scarce in their country. Alternatively,
it can also be a result of owning a factor specific to an import sector. Suppose that
these losing groups become unhappy with the level of trade in their country. What
might they do? It is possible that they would lobby their government to intervene in
the trade relationship, as we saw in the case of the U.S. steel industry. This is demand
for protection. It turns out that such trade policy interventions are common. Despite
the gains from trade described in Chapters 2, 3, and 4, governments usually intervene
in free trade in some way in response to political pressures from constituencies. This is
supply of protection. Interactions in the market for protection constitute the political
economy of trade.

We mentioned in Chapter 1 that there are important cultural issues that affect the
world economy. At times, opposition to trade and demand for protection can be an
expression of cultural issues. This is evident in the quote at the beginning of this chapter.
It is important to recognize that cultural and economic factors work side-by-side in
many national contexts. The analysis of this chapter helps us understand the economic
factors.

What are the effects of the protective policies that develop in the market for protec-
tion? We will find out in the next chapter.

REVIEW EXERCISES

1. Consider the trade between Germany and the Dominican Republic. Germany is
a capital-abundant country, and the Dominican Republic is a labor-abundant
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country. There are two goods: a capital-intensive good, chemicals, and a labor-

intensive good, clothing.

a. Draw a comparative advantage diagram such as Figure 5.1 for trade between
Germany and the Dominican Republic, labeling the trade flows along the axes
of your diagrams.

b. Using the Stolper-Samuelson theorem, describe who will support and who
will oppose trade in these two countries. Use a flow chart diagram like that of
Figure 5.2 to help you in your description

2. In the early 1800s in England, a debate arose in Parliament over the Corn Laws,
restriction on imports of grain into the country. David Ricardo, the father of the
comparative advantage concept, favored the repeal of these import restrictions.
Consider the two relevant political groups in England at that time: land owners
and capital owners. Who do you think agreed with Ricardo? Why?

3. Use daily newspapers to identify a political economy of trade issue. Can you also
identify the factors of production involved in this issue? Are they mobile factors
as in the Heckscher-Ohlin model, or are they specific factors? Alternatively, are
there any elements of technology involved?

FURTHER READING AND WEB RESOURCES

An excellent review of the subject of this chapter can be found in Chapter 3 of Walter
and Sen (2009). Another very useful starting point for the reader interested in the
political economy of trade is Baldwin (1989). A concise introduction to the Heckscher-
Ohlin model is provided by Panagariya (2009), and a volume dedicated to the Stolper-
Samuelson theorem has been edited by Deardorff and Stern (1994). For a review of
the trade and wages debate, see Marjit and Archaryya (2009). An interesting discussion
of fairness in the political economy of trade can be found in Davidson, Matusz, and
Nelson (2006).

You can follow one aspect of the market for protectionism in the United States via
the website for the U.S. International Trade Commission at www.usitc.gov. For the case
of the European Union, see ec.europa.eu/trade.

APPENDIX: ENDOGENOUS PROTECTION

The factor-based approach to the political economy of trade as represented by the
Heckscher-Ohlin model can be extended to a concept known as endogenous protection.
This is a formal explanation of why the demand for and supply of protection interact
in such a way to result in positive levels of protection, particularly but not exclusively
in the form of tariffs (see Chapter 6). Suppose that there are 100 individuals in a
country described by the Heckscher-Ohlin model and that each of these individuals
has one unit of labor (herself or himself). The other factor of production or resource
in the Heckscher-Ohlin economy is physical capital. For each individual, the relative
endowment of physical capital is the ratio of the individual’s physical capital to labor.
Because the labor endowment is just “1,” the ratio is just the amount of physical capital
they own. For example, for individual 10:
Kio _ Ko

=—=K 5.1
Lo 1 10 (5.1)
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We then rank our individuals from the lowest amount of physical capital owned to the
highest amount, as follows:

Ki<K,<Ks;=<---<Kin (5.2)

We graph these ownership ratios in the upper graph in Figure 5.4. Note that many
individuals own no physical capital at all and are therefore at “0” in this graph.

If we place these 100 individuals in the Heckscher-Ohlin framework developed in
this chapter, then a significant result emerges. Suppose that this is a capital-abundant
country that will export the capital-intensive good. Then Mayer (1984) showed that
losses will occur for those individuals who own less capital and that gains will occur for
those individuals who own more capital.!” We get a gain/loss (G — L) graph something
like that in the lower graph of Figure 5.4. All the individuals with “0” capital lose, but so
do those with only a little capital, as well as the median individual. Gains are reserved
for those with larger amounts of capital 2’

The presence of losses for the majority of the individuals represents a significant
demand for protection due to the Mayer/Stolper/Samuelson effects. But that is not all.
There is a basic insight in public choice theory due to Black (1948) that politicians
who want to maximize their number of votes will abide by the policy preference of

19 The actual measure here is with respect to the overall capital/labor ratio for the economy.

20 Suppose that instead of 100 individuals, there were only five with relative endowments of 0, 0, 1, 2 and 3. The
median individual has an endowment of 1, but the mean endowment is 1.2. Because our median individual
has less than the mean endowment, he or she would lose as a result of trade, as is the case for individual 50 in
Figure 5.42732.
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the median voter.?! This is voter or individual “50” in our model, and this individual
suffers losses under free trade in this capital-abundant country. There is thus a bias in
this framework toward protectionism. Supply of protection meets demand.

The model considered here combines a factor-based approach to the demand for
protection with an explanation of the supply of protection that is a very particular and
narrow example of institutionalist considerations. The model is not universal. Not all
economies are best described by the Hecksher-Ohlin model; as we have seen in this
chapter, specific factors matter as well. Also, politics is more complicated than that
described by Black (1948). Nevertheless, the model illustrates one possibility that is
commonly recognized by many trade policy analysts.
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In Chapter 5, you saw that there are reasons to expect that landowners in Japan might
oppose the import of rice from Vietnam or, for that matter, from any other country. This
opposition to imports exists despite the overall gains to Japan from these imports due to
a loss in landowners’ income as a result of trade. Whether for these economic reasons,
or for cultural reasons, demands for protection are common. For example, Ikuo Kanno,
a fourth-generation Japanese rice farmer stated: “I believe that the value of agriculture
can’t be measured just by an economic yardstick. Japan has been a farming country
for centuries, and rice farming is embedded in the culture. It should be preserved.”!
Indeed, as we discussed in Chapter 5, rice farming in Japan has been supported a great
deal through various stringent limits on imports.

For an international affairs professional or a trade policy analyst, knowing that factor
conditions lead to the demand for import protection is not enough. These individuals
are often called on to assess, both qualitatively and quantitatively, the numerous impacts
of government interventions in international trade. If you pursue an international
economic affairs career, it is likely that you will either be involved in making these
assessments or in interpreting the assessments made by someone else. Therefore, it is
important for you to understand how the assessments are made. This is the purpose of
the present chapter.

We begin our discussion of trade policy analysis by revisiting the model of absolute
advantage in rice between Japan and Vietnam that we developed in Chapter 2. Next,
we consider the large variety of trade policy measures available to governments. Then
we analyze what happens when Japan introduces a tariff on its imports of rice. We also
consider the terms-of-trade effects of this tariff. Next, we consider what happens when
Japan introduces a quota on its imports of rice. Tariffs and quotas compose the basic
means of protecting domestic markets from competition. It is important that you are
familiar with both of these policies. Finally, we briefly take up trade policy analysis using
the comparative advantage model of Chapter 3. For the interested reader, appendices
to the chapter consider the case of the imperfect substitutes model, used in many kinds
of trade policy analysis, and the case of tariff rate quotas (TRQs) used to protect the
Japanese rice sector and other agricultural sectors.

Analytical elements used in this chapter:

Countries, sectors, and factors of production.

ABSOLUTE ADVANTAGE REVISITED

In Chapter 2, we developed a model of absolute advantage and applied it to trade in
rice between Vietnam and Japan. This model is summarized in Figure 6.1. Recall from
Chapter 2 that we assume the demand conditions in the two countries to be exactly
the same. Consequently, we can use the same demand curve in both the diagrams
of this figure. We also assume that supply conditions in the two countries are such
that Vietnam’s supply curve for rice is farther to the right than Japan’s supply curve.
Consequently, the autarky price of rice in Vietnam, PV, is lower than the autarky
price of rice in Japan, P’. This gives Vietnam an absolute advantage in producing rice.

! Planet Rice (2000).
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Figure 6.1. Absolute Advantage and Trade in the Rice Market

The world price settles between the two autarky prices. Vietnam exports rice, whereas
Japan imports rice. The world price will adjust to ensure that Vietnam’s exports are the
same as Japan’s imports.

Note that, in moving from autarky to trade in Figure 6.1, there is a reduction in
domestic quantity supplied in Japan, as indicated by the downward arrow along S . It
is possible that the firms producing rice in Japan would lobby the Japanese government
to oppose this decrease in domestic quantity supplied, demanding protection from
Vietnam exports. This is exactly what has happened in Japan, given the political voice
of people like Ikuo Kanno mentioned previously. More generally, though, demands for
protection are nearly universal. Indeed, because protective policies are so widespread
in the world economy, analyzing them is an important sub-field of international
€CONOomIcs.

TRADE POLICY MEASURES

When a country seeks to grant import protection to a sector of its economy, it can
choose among a number of measures that can be broadly classified as either tariffs or
nontariff measures. A tariff is a tax on imports. It is a very common trade policy used by
almost all countries. There are two primary kinds of tariffs. A specific tariffis a fixed tax
per physical unit of the import, and an ad valorem tariff is a percentage tax applied to
the value of the import. Governments in the world trading system employ both types
of tariffs.?

From the point of view of many trade policy analysts and the World Trade Organiza-
tion (WTO), the ideal trading system would consist of only tariffs. Tariffs, particularly
ad valorem tariffs, are seen as the most transparent kind of trade policy and one that is
least susceptible to political manipulation and corruption. However, tariffs are far from
the only type of trade policy. Therefore, the second category of trade policy measures we
need to consider is the inclusive and large collection of nontariff measures (NTMs).

2 Bacchetta (2009) notes that there are three additional kinds of tariffs. A compound tariff has both an ad
valorem component and a specific component. A mixed tariff takes on an ad valorem or a specific form,
depending on which is higher. Finally, a technical tariff depends on the product’s content and inputs.

3 You might come across an older, less inclusive term of nontariff barriers, or NTBs.
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Table 6.1. Nontariff measures

Category Measure Description
Tax-like Anti-dumping (AD) Tariff-like charges imposed on imports that are deemed by the
measures duties imposing government to have been “dumped” or sold at

Cost-increasing
measures

Quantitative
measures

Government
procurement
practices

Countervailing duties
(CVDs)

Temporary import
surcharges
Variable levies

Standards and
technical
regulations (STRs)
or technical barriers
to trade (TBTs)

Sanitary and
phytosanitary (SPS)
requirements

Prior import deposits

Customs procedures

Reference or
minimum import
prices

Import quota

Tariff rate quota
(TRQ)

Voluntary export
restraint (VER)
Import licensing

Foreign exchange
controls

Sanctions and
embargoes

Local or domestic
content
requirements

Import or export
balancing
requirements

“less than fair value” by the exporter.

Tariff-like charges imposed on imports that are deemed by the
imposing government to have been “unfairly” subsidized by
the exporting country government.

Extra import tariffs imposed in “emergency” circumstances of
various kinds.

Import tariffs whose size depends on the price of the imported
good. They are usually imposed to help maintain a certain
level of domestic price, particularly in agricultural sectors.

A large set of measures including certification guidelines,
performance mandates, testing procedures, and labeling
requirements designed to contribute to consumer safety,
environmental protection, national security, product
interoperability, and other goals.

Technical barriers to trade in the agricultural arena designed
to protect plant, animal, and human health.

Non-interest-bearing deposits equal to a percentage of the
value of an imported good that must be deposited into a
central bank for a specified amount of time.

Inspection and customs clearance procedures that can
increase costs of imports and impose delays.

Official prices used to calculate import tariffs.

A maximum import quantity set for a particular good.

Involves two tariff levels: a lower tariff for levels of imports
within the quota and a higher tariff for levels of imports
above the quota.

An export quota that is “voluntarily” applied by the exporting
country.

The requirement that a license be obtained from the importing
country government before a product can be imported.

The allocation of foreign exchange by the importing country
government among potential importers as a way to limit
imports.

Export bans and trade embargoes imposed on countries for
political reasons.

A requirement that imported goods must contain a minimum
amount of intermediate products from the importing
country.

A requirement that a firm importing intermediate products
must export a certain amount.

The myriad processes that governments employ in
determining their contract procurements and the posture of
these contracts toward imported goods.

Sources: Takacs (2009) and Laird (1997)
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The range of these NTMs is limited only by the imaginations of policymakers, and the
particularly strange case of used automobile imports in Latin America is discussed in
the accompanying box.

To get a handle of the numerous kinds of NTMs, we can follow Takacs (2009)
and distinguish among four categories: tax-like measures, cost-increasing measures,
quantitative trade restrictions, and government procurement policies. A number of
examples of these are presented in Table 6.1. Tax-like measures include anti-dumping
(AD) duties, countervailing duties (CVDs), temporary import surcharges, and variable
levies. Dumping involves the price of an exported good being lower than the price
of the same good in the exporting country, and AD duties can be applied in certain
circumstances when dumping takes place. CVD measures “countervail” subsidies by
exporters and again can be applied in certain circumstances. AD and CVD measures are
together often referred to as “administrative protection” and form a veritable industry
of trade policy analysis spanning national governments and trade policy law firms
attempting to assure that trade is “fair.”*

Cost-increasing measures include what is known both as standards and technical
regulations (STRs) and technical barriers to trade (TBTs), sanitary and phytosanitary
(SPS) requirements, prior import deposits, customs procedures, and reference or min-
imum import prices. STRs and TBTs are a growing area of trade policy activity and
analysis.’ It is one area where there are clear cases in which increasing protection can
improve welfare in instances such as consumer health and safety. However, it is also an
area where barriers are put in place simply for their protective effect. Customs proce-
dures is another area that has received increased attention. This is for two reasons. First,
there is a concern that slow customs clearance procedures in developing countries can
be wasteful. Second, customs clearance, particularly in a “post-9/11” context, can be a
real barrier for developing country exporters trying to enter developed country mar-
kets. Consequently, there is a concern with capacity building for developing country
exporters in this area.

Used Automobile Protection in Latin America

In the wake of the debt crises of the early 1980s, Latin America embarked on a process of
significant trade liberalization, reducing tariffs and removing quotas. In the case of used
automobiles, however, this liberalization has not, in general, taken place. Many Latin
American countries retain significant restrictions on the imports of used automobiles,
even as liberalization has occurred in the new automobiles sector. What is more, the
protective measures applied to used automobile imports have been rather creative.

As of 1999, seven relatively small Latin American countries imposed only minimal
restrictions on imports of used automobiles. These countries were Bahamas, Barbados,
Belize, Bolivia, El Salvador, Guatemala, and Panama. Some of these countries used
“reference prices” to value the used automobiles. These reference prices were either
domestically generated or published “Kelley Blue Book” values.

Five relatively small countries imposed clear restrictions on the imports of used
automobiles. These countries were Costa Rica, Dominican Republic, Haiti, Honduras,
and Nicaragua. A popular measure here was capped depreciation. For example, the

4 For a review of AD and CVD measures from a legal perspective, see Chapters 10 and 11 of Matsushita,
Schoenbaum, and Mavroidis (2006).
5 See Wilson (2009).
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Dominican Republic accepted invoices as the value of new automobiles, but it did not do
so for used automobiles. Instead, the value of a used automobile was calculated using a
depreciation schedule based on the price of an equivalent, new automobile in the current
year. However, given the depreciation schedule, the price of the used automobile could
not fall below 50 percent of the new automobile. As we know, the market prices of used
automobiles are often substantially below 50 percent of equivalent, new automobiles, so
this represented a discriminatory measure.

Jamaica, Peru, and Trinidad and Tobago imposed relatively severe protection mea-
sures against imports of used automobiles. Trinidad and Tobago required that used
automobiles be disassembled before importation! Engines were often removed from used
vehicles before importation and shipped separately. Peru and Jamaica both had age-
delimited bans. Beginning in 1996, Peru banned automobiles over five years old and
commercial vehicles over eight years old. Furthermore, imported used automobiles with
fewer than 24 seats faced a “selective consumption tax” of 45 percent, whereas similar
new automobiles faced a rate of only 20 percent. In 1998, Jamaica’s motor vehicle policy
was tightened to allow only licensed used automobile dealers to import automobiles no
older than four years old and light commercial vehicles no older than five years old.

Finally, in 1999, nine of the largest Latin American countries prohibited imports of
used automobiles altogether. These countries were Argentina, Brazil, Chile, Colombia,
Ecuador, Mexico, Paraguay, Uruguay, and Venezuela. In the cases of Argentina, Brazil,
Paraguay, and Uruguay, this import ban was part of the Mercosur preferential trade
agreement (see Chapter 8). It is clear that, when it comes to used automobiles, even “free
trade” countries such as Chile chose the most severe form of protection.

Source: Pelletiere and Reinert (2002)

Quantitative measures is a large group of NTMs including import quotas, tariff rate
quotas (TRQs), voluntary export restraints (VERs), import licensing, foreign exchange
controls, sanctions and embargoes, local or domestic content requirements, and import
or export balancing requirements. As will be discussed in Chapter 7, for many years,
import quotas were the norm in agriculture, textiles, and clothing trade. This is no
longer the case among WTO members, but can still exist in nonmember countries.
TRQs, however, are still in use in agricultural sectors, including the Japanese rice
sector. These involve two tariff levels: a lower tariff for levels of imports within the
quota (the within-quota tariff) and a higher tariff for levels of imports above the
quota (the out-of-quota tariff). These complexities make it complicated to administer
and analyze.® Sanctions and embargoes are a perennial topic with regard to their
effectiveness in influencing regimes deemed to be unacceptable (e.g., Apartheid South
Africa or present-day Myanmar).

Government procurement practices concern the processes that governments employ
in determining their contract procurements and the posture of these contracts toward
imported goods. Takacs (2009) reminds us that “In most countries, regardless of the
stage of development, government is the single largest purchaser of goods and services”
(p- 845). That makes the government procurement processes and their specific posture
toward imports an important matter.

From this discussion and the content of Table 6.1, it is clear that trade policies are
numerous. We are going to simplify greatly in this chapter and focus on the basic

6 See Hertel and Martin (2000), de Gorter (2009), and the appendix to this chapter.
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analysis of a tariff and quota within the absolute advantage framework. We begin with
the case of a tariff.

A TARIFF

As mentioned earlier, there are two kinds of tariffs, a specific tariff and an ad valorem
tariff. For our graphical analysis in this chapter, it is much simpler to consider a specific
tariff, so that is what we will do. The basic results you will learn here, however, will also
apply to an ad valorem tariff. Let’s introduce a specific tariff on Japan’s imports of rice.
This policy is depicted in Figure 6.2. The world price is P". At this price, Japanese rice
suppliers choose to supply Q%, and Japanese consumers demand QP. The difference,
QP — Q% = Z/, is imported from Vietnam.

Suppose then that the Japanese government imposes a specific tariff of T on its
imports of rice from Vietnam. This raises the domestic price of the imported product
above the world price to P" + T. In the case of Japanese rice, the domestic price is
many times larger than the world price. The increase in the domestic price of rice above
the world price has a number of effects. Japan’s production of rice expands from Q¥ to
Qfmiff. This expansion in output is what the Japanese rice farmers hoped to gain from
the tariff. Domestic consumption of rice falls from Q" to Q5. Imports fall from 2

to Z{miﬁ. The tariff has suppressed the importing relationship of Japan with Vietnam.”

In addition to the quantity effects of a tariff, there is also a set of welfare and revenue
effects. These involve Japan’s households, firms, and government. What has happened
to the consumer surplus of Japanese households in Figure 6.22% Examining this diagram
carefully, you should be able to see that the tariff has caused consumer surplus to fall
by area A+B-+C+D. Because Japanese rice consumers are paying more and consuming
less, this fall in consumer surplus makes sense.

What has happened to the producer surplus of Japanese firms? Again examining
the diagram carefully, you should be able to see that producer surplus has increased

by area A. Japanese rice producers are better off as a result of the tariff; their welfare

7 This makes sense. A tariff is a tax, and a tax on any activity causes the amount of that activity to decrease. In
this case, the taxed activity is rice imports by Japan.

8 Remember that the concepts of consumer and producer surplus are covered in the appendix to Chapter 2. Please
review this appendix if necessary.



82

TRADE POLICY ANALYSIS

has increased. Because Japanese producers are receiving more for their product and
producing more as well, this increase in producer surplus makes sense.

What about the Japanese government? It is receiving revenue from the import tax.
How much revenue? The tariff is T, and the post-tariff import level is Z{mﬁ. Therefore,
the tariff revenue is T X Z{arijf’ or area C in Figure 6.2.°

Economists or trade policy analysts are often asked to assess the net welfare effect of
a trade policy. This standard measure summarizes the welfare impact of the policy for
the country as a whole. What would the net welfare effect be? In this case, we take the
gains to firms and the government and subtract the losses to households. Doing this,
we have:

N=A+C—-(A+B+C+D)=—-(B+D) (6.1)

Area A is a transfer from consumers to producers, whereas area C is a transfer from
consumers to the government. These areas cancel out with each other in Equation 6.1.
That leaves areas B and D. There is a net welfare loss of the tariff equal to areas B+D.
From an economic standpoint, the tariff hurts the Japanese society as a whole. Although
it benefits producers and government, the losses imposed on consumers outweigh
these benefits. The two triangles B and D are similar to the “deadweight loss” triangle
of a monopoly you learned about in introductory microeconomics. They represent
economic or allocative inefficiency. In certain situations, tariffs do not necessarily cause
a net welfare loss. One such situation, a terms-of-trade gain, is explored in the next
section.

Please note one more thing. Figure 6.2 gives us information on what happens to
Japanese rice output as a result of the tariff. As we stated above, Japanese rice output
increases from QS to Qfmﬁ. Given information on the employment/output ratio in this
sector, we could translate the change in output into a change in employment. From
the point of view of Japan politicians, this employment effect is important. Therefore,
trade policy analysts often include an estimate of the employment effects of tariffs and
other trade policies.

TERMS-OF-TRADE EFFECTS

In some important cases, the analysis of the preceding section is incomplete. Why?
We have showed that, when Japan imposes a tariff on its imports from Vietnam, the
amount of these imports decreases. Looking at Figure 6.1, however, we can see that,
as Japan’s imports of rice decrease, there will be excess supply in the world market for
rice. As we discussed in Chapter 2, this excess supply of rice will cause the world price
to fall. Because Japan is importing rice, this is a good thing for this country. The fall
in the price of an import good is one kind of terms-of-trade effect. It is depicted in
Figure 6.3.

The main difference between Figure 6.3 and Figure 6.2 is that, in Figure 6.3, the world
price does not stay constant as the Japanese government places a tariff on imports of
rice. The world price before the tariff is P". After the tariff, the world price falls to

9 There is an important public finance lesson here. An increase in the import tax (tariff) from zero to T reduces
the potential tax base from Z’ to Ziar i All increases in taxes decrease the base on which the tax is assessed. For

many developing countries, tariffs are an important source of government revenue, so this tax base reduction
can be important.
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va‘;ﬁ, and the tariff is placed on top of this lower world price. Therefore, after the tariff
is in place, the domestic price is P%iﬁ+ T. The fall in the world price of rice affects
the welfare analysis of the tariff. Consumer surplus in Japan falls by (A+B+C+D), as
in Figure 6.2. Producer surplus in Japan rises by A, as in Figure 6.2. Japan government
revenue, however, is now area C + E. Therefore, the net welfare effect is:

N=A+(C+E) —(A+B+C+D)=—(B+D)+E (6.2)

The net welfare effect in Figure 6.3 is different than in Figure 6.2. There is still the
efficiency loss of B+D as in the previous case. Now, however, there is a terms-of-trade
gain of area E in equation 6.2. For this reason, we cannot say whether the tariff hurts
welfare in Japan or not. If the world price falls by a lot, E could be very large, even larger
than (B+D). However, we should not jump to the conclusion that, given large terms-
of-trade effects, tariffs are good for countries. This is because Vietnam would probably
not sit idly by when Japan imposes a tariff on imports of rice. Vietnam could instead
retaliate by imposing a tariff on a product that Japan exports. This tariff would lower
the world price of Japan’s export good, which would hurt Japan’s welfare. Japan might
further retaliate in turn. This tit-for-tat retaliation process in often known as a trade
war, and it is always welfare reducing in the end. It is to prevent such trade wars that
the General Agreement on Tariffs and Trade (GATT) was drawn up after World War
II. We discuss the GATT and its successor, the World Trade Organization (WTO), in
Chapter 7.

A QUOTA

An import quota is a quantitative restriction on imports and one important type of
NTM. When the Japanese government imposes a quota on rice imports, it says to rice
exporters and domestic importers, we will allow imports up to this amount, and no
more! Suppose that instead of imposing a tariff as in Figures 6.2 and 6.3, Japan imposes
a quota. We examine this in Figure 6.4.

Before the quota, rice imports are Z/ = QP — Q5. For political economy of trade
reasons, the Japanese government is not satisfied with this outcome. It decides to restrict
imports to a smaller amount Z{Zum = quom - qum. This policy induces a shortage

of rice relative to the initial situation without the quota. The domestic price of rice in
Japan rises from P" to P juota- The difference between these two prices is known as the
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quota premium. As with the case of a tariff, consumer surplus falls by area A+B+C+D,
and producer surplus increases by area A. The new matter we must deal with in the
case of a quota is the nature of area C.

The quota policy is typically administered via a system of import licenses. In effect,
the quota policy has restricted the supply of import licenses in the world. The area C
represents the extra value of the right to import amount Zguom. It is known as quota

rents.'® Who receives the rents depends on how the quota licenses are allocated. There
are two common possibilities!!:

1. Import licenses are allocated to domestic (Japanese) importers. Here, the quota
rents accrue to the importers, so they remain within the country. They are a gain
to Japan.

2. Import licenses are allocated to foreign (Vietnamese) exporters. Here, the quota
rents accrue to these exporters, so they leave the country. They are a loss to Japan.

With the above in mind, we can address the question of the net welfare effect of the
quota. In the case of import licenses allocated to domestic importers, the area C is a
transfer from domestic consumers to domestic importers. Area C is a loss to consumers
and a gain to importers for a net effect of zero for Japan as a whole. Our net welfare
effect is just like a specific tariff, equal to the quota premium P, — PY, that results

in an import level of Zéwm (known as the equivalent tariff):

N=A4+C—-(A+B+C+D)=—-(B+D) (6.3)

In the case of import licenses allocated to foreign exporters, area C is a transfer from
domestic consumers to these foreign exporters. It is no longer a net loss of zero, because
the loss to consumers is not offset by a gain to domestic importers. Our net welfare
effect is simply the gain to firms less the loss to consumers:

N=A—(A+B+C+D)=—(B+C+D) (6.4)

In this case, the quota is worse than a tariff that results in an import level of Zéum.

19 Corden (1997) noted that “(T)here will be quota profits.. . . received by the lucky people who obtain the import
licenses. These quota profits are rents because they are not received as payments for any services, and any
reduction in these profits would not affect the supply of any resource” (p. 127).

1 There is a third possibility in which the import licenses are auctioned to the highest bidder by the government.
Because the quota auction proceeds accrue domestically (to the government), the welfare properties of this case
are like that of the case in which the import licenses are allocated to domestic importers.
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Given what we have just said, suppose you were a government official administering
quota policy. Which of the above two alternatives would you choose: a quota allo-
cated to domestic importers or a quota allocated to foreign exporters? Your answer
is probably the quota allocated to domestic importers because these have the smaller
welfare loss. Now, here is a puzzle: when quotas were in active use, many governments
chose a foreign allocated quota.!> Why? One possibility is that they were uninformed
about the economic implications of their choices. Another possibility is that political
considerations caused such a choice. For some reason, governments found it beneficial
from a political point of view to assist foreigners, particularly developing countries. A
better approach from the viewpoint of developing country exporters, however, would
have been to remove the quota altogether.

In this and the previous two sections, we have discussed four trade policy possibilities:
a tariff, a tariff with terms-of-trade effects, a domestic-allocated quota, and a foreign-
allocated quota. Before moving on to briefly discuss comparative advantage analyses of
trade policies, let’s summarize these four possibilities in a box:

Tariff: unambiguous net welfare loss due to consumer surplus loss outweighing gains in
producer surplus and government revenue

Tariff with terms-of-trade effects: ambiguous net welfare effect due to terms of trade gain
(fall in world price) potentially outweighing the efficiency loss

Domestic-allocated quota: unambiguous net welfare loss due to consumer surplus loss
outweighing gains in producer surplus and quota rents

Foreign-allocated quota: unambiguous net welfare loss that exceeds that of the domestic-
allocated quota case and equivalent tariff

COMPARATIVE ADVANTAGE MODELS

Our analysis of trade policies in this chapter has been based on the absolute advantage
model of Chapter 2. The absolute advantage model has taken us quite far. We have shown
how one can examine trade policies to make estimates of production, consumption,
trade, employment, and welfare impacts. In many instances, however, the effects of
trade policies go beyond a single sector. Protecting a large sector such as automobiles
can draw resources from other sectors into the protected automobile sector. Perhaps
workers in the metal furniture sector will move into the automobile sector as it expands
under protection. Also, protecting a large intermediate product sector, like petroleum
or steel, can raise costs for other sectors that use petroleum or steel in their production
processes.

In these cases, trade policy analysts turn to models of comparative advantage such
as those we discussed in Chapter 3. As you recall, the comparative advantage model
analyzes more than one sector simultaneously (e.g., rice and motorcycles). In some
instances, this is an important feature. Such models are much more complicated than
the absolute advantage models we considered in this chapter, and we will not formally
discuss them here. You should, however, be aware of their use. At the level of basic

12 For example, this was the case for quotas in textiles and clothing until they were phased out at the end of 2004.
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theory, the central insight of the comparative advantage approach includes the fact that
a protective measure in one sector acts as an implicit tax on production in other sectors,
reducing their output levels. This is the result of the opportunity costs of production
we discussed in Chapter 3.1

Given the importance of the comparative advantage perspective in many trade pol-
icy issues, trade policy analysts have turned to mathematical models of comparative
advantage known as applied general equilibrium (AGE) models.'* These combine the
insights of the comparative advantage model of Chapter 3 with the framework of the
imperfect substitutes model discussed in the appendix to this chapter. Some years
ago, constructing an AGE model for trade policy analysis was a substantial undertak-
ing. More recently, however, a few standard models have eased the difficulty of using
them. We discuss one such standard model in the accompanying box. We will also
encounter AGE models again in Chapter 8 in the context of preferential trade agreements
(PTAs).

The Global Trade Analysis Project

The Global Trade Analysis Project (GTAP) began in 1993 and is based at Purdue Uni-
versity. It has evolved into a global network of trade policy analysts conducting research
in an applied general equilibrium (AGE) framework. At its core, GTAP is a source for a
database of global production and trade that is combined with a standard GTAP AGE
model. Around this core is a global network of users, developers, and contributors who
use the database and the model or just the database and their own model. At the time of
this writing, the latest version of the database is GTAP 7, describing the world economy
in 2004 with 113 regions/countries and 57 sectors. The latest version of the model was
GTAP 6.2a, released in 2007.

The GTAP network of trade policy analysts convene each year in an annual confer-
ence, and short courses on using the GTAP database and model are held around the
world. This effort has advanced the use of AGE models of trade policy in both national
governments and global organizations such as the United Nations. In addition, multi-
lateral financial institutions often rely on the GTAP model or database for their own
trade policy analysis. For example, the World Bank’s Linkage model, used to simulate
the Doha Round of multilateral trade negotiations (see Chapter 7), relies on the GTAP
database.

Efforts such as GTAP have contributed immensely to the ease and widespread use of
the comparative advantage framework in trade policy analysis. They are a central tool
for trade policy analysis.

Sources: Hertel (1997), van der Mensbrugghe (2005), and https://www.gtap.agecon
.purdue.edu

CONCLUSION

In order to help protect the losers of increased international trade, most countries of
the world engage in trade policies. The supply and demand analysis of the absolute
advantage model allows us to discover the effects of these trade policies on production,

13 Gee Chapters 15 and 16 of Markusen et al. (1995).
4 On AGE models in general, see Reinert (2009) and references therein.
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consumption, trade, welfare, and employment. In this chapter, we have analyzed tariffs,
tariffs with terms-of-trade effects, and quotas. The appendix considers the important
cases of the imperfect substitutes model and tariff rate quotas. In addition, we briefly
mentioned trade policy analysis based on comparative advantage models of trade.
In general, the intervention in free trade reduces the overall welfare of the country
intervening. However, certain groups might benefit from these policies, which is why
they are usually implemented.

This chapter has engaged in formal, economic analysis of trade policies. In Chapter 7,
we will engage in a more institutional or legal analysis of trade policies when we examine
the World Trade Organization. In practice, trade policy analysis is a combination of
formal economic analysis and institutional or legal analysis. The marriage of these two
perspectives is what allows for a full appreciation of trade policies.

REVIEW EXERCISES

1. Consider Figure 6.2. For a given T, what would be the impact of an increase in
supply (a shift of the supply curve to the right) on government revenue? What
would be the impact of an increase in demand (a shift of the demand curve to the
right)?

2. InFigure 6.3, we introduced the terms-of-trade effects of Japan’s tariff on imports
of rice. The terms-of-trade effect (area E in the diagram) was positive for Japan.
In a new diagram similar to Figure 6.1, show that these terms-of-trade effects
adversely affect the welfare of Vietnam.

3. Consider our diagram of a quota in Figure 6.4. Suppose the government reduced
the quota to below Z]qum. What would happen to the quota premium? Can you
say with certainty what would happen to the total quota renf? What would this
depend on?

4. Trade protection is often used to maintain employment in a sector. Given our
analysis, what do you think of this approach to maintaining employment? Can
you think of any other measures that might also maintain employment in a
sector?

FURTHER READING AND WEB RESOURCES

For some fundamental introductions to trade policy analysis, see Vousden (1990),
Corden (1997), and Francois and Reinert (1997). For the analysis of additional trade
policies using the absolute advantage framework, see the appendix to Hoekman and
Kostecki (2009). See Anderson (2005) for the role economics has played in trade policy
analysis in the post—World War II era and an excellent set of references. Goode (2003)
provides an excellent dictionary of the plethora of trade policy terms. You can visit the
Global Trade Analysis Project website at https://www.gtap.agecon.purdue.edu.

APPENDIX A: THE IMPERFECT SUBSTITUTES MODEL

The absolute advantage model used in this chapter assumes that the imported good and
domestic competing goods are perfect substitutes. In a number of instances, however,
trade policy analysts want to allow for the possibility that the imported and domestic
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Figure 6.5. The Imperfect Substitute Model

competing goods are imperfect substitutes.'® This leads us to what is now known as
the imperfect substitutes model depicted in Figure 6.5.!° This figure allows for the
terms-of-trade effects described in this chapter.

The important difference between Figure 6.5 and those previously considered in this
chapter is that there are now two closely related markets, one for the imported good
Z and another for a domestic competing good D. The demand curves for these two
markets are related through the cross-price elasticity of demand between the two goods.
The initial equilibrium in the absence of a tariff results in the two prices P,, and P,.
The imposition of a specific tariff T on imports of good Z causes the supply curve of
this good to shift upward by the amount of the tariff, raising the domestic price of the
imported good along the demand curve. The increase in the price of good Z affects
the demand for good D, shifting the curve out as households substitute toward the
domestic good. This increases the domestic price of good D, which in turn causes a
substitution toward good Z and a shift out of the demand curve for imports. These two
substitution effects are simultaneous, and the resulting, new prices are P, and Pp,.

We next consider the welfare effects of the tariff in this imperfect substitutes frame-
work. In the market for the domestic good, there is an increase in producer surplus
along the supply curve equal to trapezoid A (extending from the vertical price axis all the
way to the supply curve). This entire area, however, comes as a cost to the consumers,
with the producer gain and the consumer loss exactly offsetting each other. In the
market of the imported good, there are no domestic producers to account for. The
estimation of the consumer welfare effect is troubled by the fact that both the supply
curve and the demand curve in the market for good Z have shifted. The standard
approach to this is to measure the change in consumer surplus along the presumed
path between the initial and final equilibria points. The resulting consumer surplus loss
is the trapezoid B4C. Rectangle B represents an increase in tariff revenue, so the entire
net welfare effect in Figure 6.5 is just triangle C.

15 This is one type of product differentiation known as product differentiation by country of origin that is related
to explanations of intra-industry trade we discussed in Chapter 4. An early contribution to this approach was
Armington (1969).

16 The original contribution on this model was Baldwin and Murray (1977). A more explicit version was provided
by Rouslang and Suomela (1988).



P
PW +T0L‘7
PW + TI.‘V'
PW

APPENDIX B: A TARIFF RATE QUOTA 89

Figure 6.6. Framework for Analyzing Japan’s Tariff
Rate Quota on Rice
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One important aspect of Figure 6.5 is that, discounting for the effect of the shift of the
demand curve, the rise in the domestic price of the imported good is less than the tariff.
This is because there is a movement in world quantity supplied down S, and a resulting
decline in the border price of the imported good. This is the terms-of-trade effect we
discussed in this chapter. The terms-of-trade effect has the property of reducing the
height of the net welfare triangle C and is present unless the import supply curve S, is
horizontal or perfectly elastic.

This might seem to be a more complicated approach to trade policy analysis than
the perfect substitutes case of Figures 6.2 and 6.3. However, the approach is widely used,
particularly in the analysis of AD and CVD cases by national governments. For this
reason, it is very much worth understanding.

APPENDIX B: A TARIFF RATE QUOTA

In Chapter 7, we will discuss the Uruguay Round of multilateral trade negotiations
and its Agreement on Agriculture. One implication of the Agreement on Agriculture is
that many developed countries and some developing countries now impose tariff rate
quotas (TRQs) on imports of agricultural goods.!” A TRQ involves two tariff levels: a
lower tariff for levels of imports within the quota and a higher tariff for levels of imports
above the quota. Suppose Japan were to impose a TRQ on imports of rice. This policy
can be stated as follows. Up to the quota amount Z’/ <, Japan applies a within-quota
tariff rate of T'N. Above the quota amount Z/?, Japan applies a larger, out-of-quota
tariff rate of TOUZ, To analyze this policy, it is best to consider three cases:

Case: ZJ < 7/
CaseIl: 7/ = Z/Q
Case III: Z/ > 7/Q

We are going to consider each of these three cases in turn. For each, we are going
to use a diagram set out along the lines illustrated in Figure 6.6. The quota amount,
719, is plotted along the horizontal axis, and this distance is indicated with a double-
headed arrow. Along the vertical axis, there are three prices indicated. The first, lowest

17 See Hertel and Martin (2000) and de Gorter (2009).
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price is the world price of imported rice, P". To simplify our analysis here, we assume
that Japan cannot affect this world price. That is, there are none of the terms-of-trade
effects we discussed in this chapter. The second, higher price is the world price plus
the within-quota tariff rate of T™N. The third, higher price is the world price plus the
out-of-quota tariff rate of TOUT,

We are going to use the framework depicted in Figure 6.6 to analyze the three cases
mentioned above. Case I is presented in Figure 6.7. Here the level of rice imports is
within the quota amount. Therefore, the domestic price P is determined by the lower
tariff value, T™N, and the tariff revenue collected by the government is area A.

Case II is presented in Figure 6.8. Here the level of rice imports is exactly equal
to the quota amount. In this case, the domestic price is somewhere between the two
tariff-inclusive prices. That is, P" + TN < P < PW ++ TOUT, As in Case I, the tariff
revenue collected by the government is area A. However, if the positions of the Japanese
supply and demand curves for rice cause the domestic price P to be above P" + TN,
then there are also quota rents equal to area B.

Case III is presented in Figure 6.9. Here the level of rice imports exceeds the quota
amount. Therefore, the domestic price P is determined by the higher tariff value. The
total tariff revenue collected by the government is composed of three areas. Area A
represents the tariff revenue collected on the imports that are within quota. Areas C
and D represent the additional tariff revenue collected on the imports that are above

fffff Figure 6.8. Case II of Japan’s Tariff Rate Quota on
Rice

7' =z"
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quota. In addition, as in Case II, there are quota rents on the quota amount equal to
area B.

Readers of this appendix will no doubt get the impression that the analysis of
TRQs is a bit complicated. Unfortunately, it is simply a reality of the modern world
trading system and requires some patience and persistence on the part of the student
or professional. The world is a complex place, and our analysis of it often needs to be
complex as well.
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Geneva is a beautiful city, and walking along Lake Geneva is an activity enjoyed by many
of its residents and tourists. If you begin in downtown Geneva and proceed along the
northwestern shore of Lake Geneva, you will have a grand view of the beautiful water
jet in the middle of the lake. Quai du Mont Blanc turns into Quai Wilson, and you will
then proceed by a number of statues and pleasant, open parks. Next, you will enter into
the wooded Parc Mon Repos and proceed by the Graduate Institute of International and
Development Studies. Finally, you will walk between a large, gray building and the lake.
If you turn to face this building, you will be looking at the World Trade Organization
(WTO), an organization both lauded and vilified with equal intensity by various groups
with concerns about trade policy.

Although many individuals and groups have strong opinions about the World Trade
Organization, most know very little about it. This chapter is dedicated to making sure
you understand the key aspects of this important institution of world trade. Later
in the book, you will also be introduced to the International Monetary Fund and the
World Bank, important institutions of international finance and international economic
development, respectively. To develop your understanding of the WTO, we first take up
its precursor, the General Agreement on Tariffs and Trade (GATT). Here we undertake
a historical examination of the GATT and introduce the principles it established for the
conduct of international trade in goods. Next, we turn to the WTO itself, as established
by the 1994 Marrakesh Agreement. Here we cover the main provisions of the Marrakesh
Agreement in the areas of goods, services, intellectual property, and dispute settlement.
We also consider the issue of trade and the environment within the WTO. Finally, we
take up the current round of multilateral trade negotiations in the form of the Doha
Round.

Nobel Laureate Douglass North (1990) defined institutions as “humanly devised
constraints that shape human interaction” (p. 3). A less formal definition is as “the
rules of the game.” As an institution of international trade, the WTO sets out the rules
of the global trading game. These rules have force as international economic law, and
a careful study of the WTO takes place on the boundary of economics and law. This,
in turn, involves a subtle change in vocabulary that may appear odd or unnecessary at
first. Trust that it is indeed necessary. The terms we introduce here are widely accepted
and utilized in the field of international trade among economists, lawyers, and policy
analysts.

Analytical elements used in this chapter:

Countries and sectors.

THE GENERAL AGREEMENT ON TARIFFS AND TRADE

During World War II, the United States and Britain began developing the outlines of a set
of post-war, economic institutions. The specifics of the plan were negotiated in July 1944
at the Bretton Woods Conference in Bretton Woods, New Hampshire. The conference
set up the International Bank for Reconstruction and Development (World Bank) and
the International Monetary Fund, discussed in Chapters 23 and 17, respectively. The
conference also noted, however, that there should be a third international organization
in the realm of international trade.
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Table 7.1. GATT/WTO rounds of multilateral trade negotiations

Name of round Years Number of countries Auspices
Geneva 1947 23 GATT
Annecy 1949 29 GATT
Torquay 1950-1951 32 GATT
Geneva 1955-1956 33 GATT
Dillon 1960-1961 39 GATT
Kennedy 1963-1967 74 GATT
Tokyo 1973-1979 99 GATT
Uruguay 1986-1994 117 GATT
Doha Round 2001- Over 150 WTO

Source: World Trade Organization, www.wto.org

In 1945, the United States indeed attempted to launch the idea of an International
Trade Organization (ITO), and this proposal was taken up by the United Nations
Economic and Social Council in a 1946 meeting in London to begin work on an ITO
charter. In early 1947, a draft General Agreement on Tariffs and Trade (GATT) based
on the commercial language of the draft ITO charter was prepared at a meeting in
the United States. This led to a later meeting that year in Geneva, where 23 countries
(13 developed and 10 developing) signed the Final Act of the GATT. The ITO charter
itself was finalized at a 1948 meeting in Havana, Cuba. However, in 1950, the U.S.
government announced that it would not seek U.S. congressional ratification of the
Havana Charter, effectively terminating the ITO plan. Consequently, the vehicle for
post-war trade negotiations became the GATT.!

Between 1946 and 1994, the GATT provided a framework for a number of “rounds”
of multilateral trade negotiations, the most recently concluded being the Uruguay
Round. These rounds, along with the WTO-sponsored Doha Round, are listed in Table
7.1. The GATT-sponsored rounds reduced tariffs among member countries in many
(but not all) sectors. As a result, the weighted average tariff on manufactured products
imposed by industrial countries fell from approximately 20 percent to approximately 5
percent.” Despite these successes, the Geneva-based GATT Secretariat could not always
effectively enforce negotiated agreements without the legal standing of the ITO. This
and other “constitutional defects” noted by Jackson (1990) limited its effectiveness.
These limitations were finally addressed in 1994 with the Uruguay Round negotiations
ending in a signing ceremony that took place in Marrakesh, Morocco. The Marrakesh
Agreement provided for the creation of the World Trade Organization (WTO), which
took up the vision of the ITO for enforceable trade agreements among its members.
This section of the chapter will focus on the GATT, whereas the following sections focus
on the WTO.

What does the GATT entail? Its most important principle is that of nondiscrimi-
nation. As illustrated in Figure 7.1, nondiscrimination has two important subprinci-
ples, namely most favored nation (MFN in GATT Article I) and national treatment

! The decision to not seek ratification was in response to pressures from isolationist members of the U.S. Congress.
Formally, the GATT was able to exist without the ITO due to what was called the Protocol of Provisional
Application, which had standing under international law. The 23 Geneva signatories became “contracting
parties” to the GATT rather than “members” of the ITO. Jackson (1990) noted that “Since the ITO did not come
into being, a major gap was left in the fabric intended for post-World War Il international economic institutions —
the Bretton Woods system” (p. 15).

2 See Hoekman and Kostecki (2009), p. 138.
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MOSt'ff‘Wored National Figure 7.1. The Nondiscrimination Principle
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(NT in GATT Article IIT). Under MEN, each member must grant treatment to all other
members as favorable as it extends to any individual member country. If Japan lowers
a tariff on Indonesia’s exports of a certain product, it must also lower its tariff on the
exports of that product from all other member countries for “like products.” The MEN
treatment has special importance for developing countries, because they will bene-
fit from tariff reductions negotiated among developed countries. Exceptions to MEN
treatment are allowed in the case of certain preferential trade agreements (see Chap-
ter 8) and preferences granted to developing countries.

Whereas MFN addresses border measures, NT addresses internal, domestic policies
such as taxes. NT specifies that foreign goods within a country should be treated no less
favorably than domestic goods with regard to tax policies and other regulations (e.g.,
technical standards), again for “like products.” Together, MFN and NT compose the
nondiscrimination principle.

A second important GATT principle is the general prohibition of quotas or quan-
titative restrictions on trade. This reflects a longstanding view that price distortions
(tariffs) are preferred to quantity distortions in international markets. It also reflects
the history of GATT. During its birth, quantitative restrictions were one of the most
significant impediments to trade. As always, there are exceptions allowed. Tempo-
rary quantitative restrictions on trade can be used in the case of balance of payments
difficulties, but these must be implemented with the nondiscrimination principle of
Figure 7.1 in mind.

For many years, there were additional, sector-specific exceptions to the general
prohibition of quotas in the GATT. The first was the case of agricultural products and
applied when certain domestic programs were in place. This exception was granted to
address U.S. agricultural programs.® This exception was used for decades to reduce U.S.
imports of sugar, dairy products, and peanuts. In addition, the United States insisted
that export subsidies, prohibited in general by the GATT, be allowed for agriculture.
Despite the early role of the United States in these violations of GATT principles in
agriculture, it was the European Union that became the most vociferous supporter
of these exemptions in the 1980s and 1990s under its Common Agricultural Policy
(CAP).* The second important exemption to quota prohibition was for textiles and

3 See Hathaway (1987), p. 109.
4 On the EU Common Agricultural Policy, see Hathaway (1987), Hathaway and Ingo (1996), and chapter 11 of
Dinan (2010).
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clothing. These began in the early 1960s and were in place through the end of 2004, the
1995 to 2004 period being under the auspices of the World Trade Organization.’

Exceptions to the quota prohibitions of the GATT in the areas of agriculture, textiles,
and clothing generated negative feelings on the part of developing countries with regard
to the world trading system. Why? Agriculture, textiles, and clothing are three groups
of products that countries first turn to in their trade and development process. The
fact that these three groups of products were taken out of the GATT framework at the
insistence of developed countries (led by the United States and Western Europe) left
the developing countries wondering how they could have a fair chance to participate in
the trade and development process. These sentiments have not entirely disappeared.

A third important GATT principle is that of binding. GATT- and WTO-sponsored
reductions in tariff levels have been based on the practice of binding tariffs at agreed-
upon levels, often above applied levels. Once set, tariff bindings may not in general
be increased in the future. Applied rates that are below bound rates, however, may be
increased. Although there are provisions made for some re-negotiation of bound tariffs,
such re-negotiations must be accompanied by compensation. The general purpose of
the binding principle is to introduce a degree of predictability into the world trading
system.®

A final important GATT principle is that of “fair trade.” In the interest of promoting
“fair” competition in the world trading system, the GATT introduced a number of
stipulations with regard to subsidies, countervailing duties (CVD), and antidumping
duties (AD). The use of subsidies is not supposed to harm the trading interests of other
members. When subsidies are shown to cause “material injury” or “threat thereof”
to a domestic industry of another country, that other country is authorized to apply
countervailing duties or tariffs on its imports of the product from the subsidizing
country. The GATT leaves room for different interpretations, especially in the case
of production as opposed to export subsidies. This, combined with differing national
laws, leaves a great deal of room for controversy. “Dumped” goods are defined as
exports sold at a price below those charged by the exporter in its domestic market. As
in the case of countervailing duties, a country can impose antidumping duties when
the dumping is shown to cause “material injury” or “threat thereof” to a domestic
industry. The determination of dumping and injury is not straightforward in practice,
but these forms of protection have been, at times, widely used among GATT and WTO
members.’

THE WORLD TRADE ORGANIZATION

As discussed previously, the initial Bretton Woods vision of an ITO failed to materialize.
However, when the Uruguay Round was launched in 1986, there was recognition that
the GATT had inherent institutional flaws. Consequently, the Uruguay Round included

5 The 1961 quotas were in the form of what was called the Short Term Arrangement Regarding International Trade
in Cotton Textiles. The 1962 to 1973 period was under the Long Term Arrangement Regarding International
Trade in Cotton Textiles. The 1974 to 1994 period was under a series of Multifiber Arrangements (MFAs) that
expanded quota coverage across countries and fibers.

6 It is important to note that the MFN principle applies to both applied and bound tariff rates. Gaps between
bound and applied rates are known as “water in the tariff.”

7 A succinct legal review of antidumping and countervailing duties can be found in Chapters 10 and 11 of
Matsushita, Schoenbaum, and Mavroidis (2006).
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a negotiating group on the “function of the GATT system,” or FOGS. Then John
Jackson (1990), a preeminent trade lawyer, suggested that the Uruguay Round consider
establishing a World Trade Organization, or WTO. In 1991, the Director General of
GATT, Authur Dunkel, released a draft agreement for the Uruguay Round that became
known as “the Dunkel text.” The Dunkel text included a draft charter for the WTO. By
the end of 1993, the text of the Uruguay Round contained a final charter for a WTO.

The Marrakesh Agreement is actually the “Marrakesh Agreement Establishing the
World Trade Organization.” Therefore, the stipulations of this agreement are formally
an element of the WTO, and the new GATT (known as GATT 1994) has been folded
into the institutional structure of the WTO. The Marrakesh Agreement and the WTO
are sometimes referred to as a “tripod” in that it primarily addressed the following three
areas:

Trade in Goods, governed by GATT 1994, including an Agreement on Agriculture
and an Agreement on Textiles and Clothing

Trade in Services as specified in the General Agreement on Trade in Services (GATYS)

Intellectual Property as specified in the Agreement on Trade-Related Aspects of
Intellectual Property Rights (TRIPS)

The Marrakesh Agreement also included a WTO charter. It established the WTO as a
legal international organization and stipulated that “The WTO shall provide the com-
mon institutional framework for the conduct of trade relations among its members.”®
The charter also defined the functions of the WTO, including to facilitate the implemen-
tation, administration, and operation of the multilateral trade agreements; to provide
a forum for negotiations among members concerning multilateral trade relations; to
administer disputes among members; and to cooperate with the International Monetary
Fund and World Bank.

The administrative aspects of the WTO are summarized in Table 7.2. Members of
the WTO send representatives to a Ministerial Conference that meets at least once
every two years and carries out the functions of WTO. The Ministerial Conference
appoints a Director General of the WTO Secretariat who, in turn, appoints the staff of
the Secretariat. The Ministerial Conference adopts “regulations setting out the powers,
duties, conditions of service and term of office of the Director General.” Between
meetings of the Ministerial Conference, the General Council meets to conduct the
affairs of the WTO. The General Council establishes rules and procedures, discharges
responsibilities of the Dispute Settlement Body, and discharges the responsibilities of
the Trade Policy Review Body.

When possible, the Ministerial Conference and the General Council make decisions
by consensus. Consensus is defined to be a situation in which “no member, present at
the meeting when the decision is taken, formally objects to the proposed decision.”
Therefore, consensus does not necessarily imply unanimity, but only the absence of
formally expressed objection. This definition of consensus proves to be important in
the dispute settlement process of the WTO (to be discussed later in this chapter). When
consensus cannot be reached, the WTO makes decisions through a process of majority
voting (one vote per member).’

Let’s now turn to a few important aspects of the WTO.

8 All quotations without citations are taken from GATT Secretariat (1994).
9 This is in contrast to the International Monetary Fund and World Bank where voting is weighted.
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Table 7.2. Administrative structure of the WTO

99

Body

Composition

Function

Ministerial Conference

General Council

Council for Trade in
Goods

Council for Trade in
Services

Council for Trade-Related
Aspects of Intellectual
Property Rights

Dispute Settlement Body

Dispute Settlement
Panels

Appellate Body

Secretariat

Representative of all
members.

Representative of all
members.

Representative of all
members.

Representative of all
members.

Representative of all
members.

Representative of all
members.

Three or five well-qualified
governmental and/or
nongovernmental
individuals.

Seven persons, three of whom
serve on any one case.

Director General and staff.

Meets at least once every two years.

Carries out functions of WTO.

Makes decisions and takes actions.

Meets between the meetings of the
Ministerial Conference.

Establishes rules and procedures.

Discharges responsibilities of the Dispute
Settlement Body.

Discharges responsibilities of the Trade Policy
Review Body.

Oversees the functioning of the multilateral
agreements of Annex 1A.

Oversees the functioning of the multilateral
agreements of Annex 1B.

Oversees the functioning of the multilateral
agreements of Annex 1C.

Establishes panels, adopts panel and
Appellate Body reports, maintains
surveillance of implementation of rulings
and recommendations.

Assist the dispute settlement body by making
findings and recommendations in dispute
settlement cases.

Hears appeals from panel cases.

Provides support for the activities of the
member countries.

TRADE IN GOODS

The section of the Marrakesh Agreement related to trade in goods contains GATT
1994, an update of the original GATT, as well as an Agreement on Agriculture and an
Agreement on Textiles and Clothing. The Agreement on Agriculture addresses three
outstanding issues concerning international trade in agricultural goods: market access,
domestic support, and export subsidies. In the case of market access, the Agreement on
Agriculture replaced a quota-based system with a system of bound tariffs and tariff-
reduction commitments. The conversion of quotas into equivalent tariffs is a process
known as tariffication. In this aspect, the Agreement on Agriculture represents a
significant change of regime. Nontariff measures (quotas) are now prohibited. Further,
developed country members must have reduced average agricultural tariffs by 36 percent
by 2001, and developing country members must have reduced average agricultural
tariffs by 24 percent by 2005. Least-developed country members are not required to
reduce their tariffs.!” In practice, the current tariff regime includes tariff rate quotas,
discussed in the Appendix to Chapter 6.

10 The 50 least developed countries are recognized by the United Nations based on criteria of low income, low
human resource development, and economic vulnerability.
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In the case of domestic support, a distinction is made between non—trade-distorting
policies, known as “green box” measures, and trade-distorting policies, known as
“amber box” measures. Green box measures are exempt from any reduction com-
mitments. Amber box measures are not exempt, and these commitments are spec-
ified in terms of what are known as “total aggregate measures of support” (total
AMS). Developed country members must have reduced total AMS by 20 percent by
2001, and developing country members must have reduced total AMS by 13 per-
cent by 2005. Least-developed country members are not required to reduce their total
AMS.

Finally, in the case of export subsidies, use has not been eliminated. Rather, it has
been limited to specified situations. Developed country members must have reduced
export subsidies by 36 percent by 2001, and developing country members must have
reduced export subsidies by 24 percent by 2005. Least-developed country members are
not required to reduce their export subsidies. The persistence of developed-country
export subsidies represents a major distortion in global agricultural trade.

Despite these specified reduction commitments, the Agreement on Agriculture is
best viewed as a change in rules rather than as a significant program for the liberalization
of trade in agricultural products.!! The hope is that further liberalization of the new
tariffied quotas will take place in the current (as of this writing in early 2011) Doha
Round of trade negotiations (discussed later).

The Agreement on Textiles and Clothing (ATC) required that, in four stages of a
10-year transition period beginning in 1995, countries reintegrate their textile and
clothing sectors back into the GATT framework (GATT 1994). At the end of the 10-
year period, all quotas on textile and clothing trade were removed. This represented
a reintegration of the textile and clothing sector into the GATT-WTO principles from
which it had been removed for a half-century.

TRADE IN SERVICES

As we discussed in Chapter 1, trade in services composes more than 20 percent of
total world trade and has at times grown faster than trade in goods.!” The General
Agreement on Trade in Services (GATS) represents the first time that services have
been brought into a multilateral trade agreement. For these reasons, the GATS was a
significant outcome of the Uruguay Round. The negotiations on GATS, however, were
difficult. Contributing to this difficulty was the fact that trade in services is less tangible
than trade in goods. To provide a structure to trade in services, GATS defined trade in
services as occurring in one of four modes:

Mode 1: cross-border trade

Mode 2: movement of consumers

Mode 3: commercial presence or foreign direct investment (FDI)
Mode 4: movement of natural persons

Let’s consider each of these in turn. Cross-border trade is a mode of supply that does
not require the physical movement of producers or consumers. For example, Indian

11 Hathaway and Ingco (1996) supported this view.
12 For the role of services in the world economy, see Francois and Hoekman (2010).
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firms provide medical transcription services to U.S. hospitals via satellite technology.
Movement of consumers involves the consumer traveling to the country of the pro-
ducer and is typical of the consumption of tourism services. Commercial presence or
FDI is involved for services that require a commercial presence by producers in the
country of the consumers and is typical of financial services. Finally, the movement of
natural persons involves a noncommercial presence by producers to supply consulting,
construction, and instructional services.!?

Another difficulty in negotiating the GATS was that there was resistance to it on
the part of a number of developing countries. The United States and the European
Union were in favor of it, however, and prevailed upon developing countries to allow
negotiations to move forward. The GATS includes the principle of nondiscrimination
previously discussed. Each member was allowed to specify nondiscrimination exemp-
tions on a “negative list” of sectors upon entry into the agreement that lasted for
10 years.

For those sectors a member country specifies on a “positive list,” the GATS prohibits
certain market access restrictions. Six types of limitations were prohibited: the number
of service suppliers, the total value of service transactions, the total number of operations
or quantity of output, number of personnel employed, the type of legal entity in the
case of FDI, and the share of foreign ownership in the case of FDI.

The GATS contains an understanding that periodic negotiations would be required
to incrementally liberalize trade in services. These negotiations have resulted in the
following protocols to the GATS!:

Second GATS Protocol: Revised Schedules of Commitments on Financial Services,
1995.

Third GATS Protocol: Schedules of Specific Commitments Relating to Movement of
Natural Persons, 1995.

Fourth GATS Protocol: Schedules of Specific Commitments Concerning Basic
Telecommunications, 1997.

Fifth GATS Protocol: Schedules of Specific Commitments and Lists of Exemptions
from Article II Concerning Financial Services, 1998.

The Second and Fifth Protocols on financial services were a significant outcome of
the post-Marrakesh negotiations, although the negotiation process was contentious.
As a result, beginning in 1999, a total of 102 WTO Members entered into multilateral
commitments in the areas of insurance, banking, and other financial services. The
Fourth Protocol on telecommunications is discussed in the accompanying box. The
Third Protocol on the movement of natural persons (Mode 4 defined previously) was
not significant, involving only a few countries. This is a disappointment to developing
countries because, as stressed by Mattoo (2000) and others, Mode 4 services trade is
where developing countries possess an important comparative advantage. '®

13 GATS Mode 4 is often referred to as the temporary movement of natural persons, but as Matsushita, Schoenbaum,
and Mavroidis (2006) noted, “nowhere does...GATS state that the movement of natural persons under
Mode 4 is intended to be temporary.”

14 The list begins with the “Second Protocol” because the first protocol was the GATS itself.

15 As Winters et al. (2003) demonstrated, the gains for developing countries from an increase of only 3 percent in
their temporary labor quotas would exceed the value of total aid flows and be similar to the expected benefits
from the Doha Round of trade negotiations, with most of the benefits to developing countries coming from
increased access of unskilled workers to jobs in developed countries.
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Telecommunication Services in the GATS

As we discussed in Chapter 1, information and communication technology (ICT) has
been an important driver of globalization processes. Nevertheless, the Marrakesh Agree-
ment of 1994 contained no agreement on trade in telecommunication services. Negotia-
tions on telecommunication services had begun in 1989 at the instigation of the United
States. These negotiations broke down, however, because the United States was unsatis-
fied with the size of the market access concessions made by other countries of the world.
The Marrakesh Agreement did contain a commitment to convene a Negotiating Group
on Basic Telecommunications (NGBT) with a deadline of concluding an agreement in
1996.

Despite this commitment, telecommunications negotiations broke down in the spring
of 1996, again with the United States being dissatisfied with market access commitments.
Further negotiations proved to be successful, and in early 1997, they resulted in an
Agreement on Basic Telecommunications among 69 countries that composed the Fourth
Protocol of the GATS, involving commitments by 69 countries. The agreement contains
general provisions on nondiscrimination. It also contains specific commitments in the
areas of market access and domestic regulation. The latter regulatory principles are
contained in an associated Reference Paper.

The Agreement on Basic Telecommunications addresses telecommunications trade in
14 telecom sectors and came into effect in 1998. By that time, it included three additional
signatories for a total of 72 WTO members. In principle, the Fourth Protocol applies
to all forms of basic telecommunications services, all modes of transmission, and all
modes of supply. As WTO members that have committed themselves to the GATS, the
72 signatories have already committed themselves to MEN treatment and transparency.
But as Fourth Protocol signatories, they have also committed themselves to market access
and national treatment commitments and the regulatory principles of the Reference
Paper. Subsequent accession agreements and unilateral actions have led to commitments
of one type or another by 77 WTO members at the time of this writing.

Sources: Bronckers and Larouche (1997), Cowhey and Klimenko (2000), Fredebeul-Krein
and Freytag (1999), and World Trade Organization

The GATS committed signatories to begin a new round of GATS negotiations begin-
ning in the year 2000, now known as GATS 2000. The WTO Services Council launched
these negotiations in February of that year. On the agenda of GATS 2000 are subsidies,
safeguard measures, government procurement, and additional market access. Progress
in these negotiations was slow throughout the year, and it took the launch of the Doha
Round in 2001 to revive the service negotiations. In 2006, plurilateral requests and
offers were tabled as part of the Doha Round, but overall progress in the round has
been held up at the time of this writing (discussed later).'®

INTELLECTUAL PROPERTY

The most contentious aspect of the Marrakesh Agreement is to be found in the Agree-
ment on Trade-Related Aspects of Intellectual Property Rights (TRIPS). Intellectual

16 The 2006 requests and offers fell under four categories: the addition of sectors that are not included in current
schedules, the removal of existing limitations or reducing levels of restrictiveness, requests for additional
commitments that relate to matters not falling within the scope of market access and national treatment, and
the removal of MFN exemptions.
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property, or IP, is an asset in the form of rights conferred on a product of invention
or creation by a country’s legal system.!” The TRIPS agreement defined intellectual
property as belonging to any of six categories: copyrights, trademarks, geographical
indications, industrial designs, patents, and layout designs of integrated circuits.'® It is
thus quite comprehensive.

The trade-relatedness of IP refers to the fact that “theft” of intellectual property
suppresses trade of the goods in question. For example, if India takes a new drug
invented in the United States, analyzes its chemical constitution, and produces its
own version of that drug, ignoring the U.S. patent, it will import substantially less
of the patented drug. If it agrees to honor the U.S. patent, it would import the drug
from the United States or have its domestic market supplied via FDI by the U.S.-
based company holding the patent. Or, if a jeweler in Dubai sells counterfeit Cartier
watches in place of authentic Cartier watches, this trademark violation will suppress
the imports of authentic Cartier watches from France or Switzerland. No one takes this
possibility more seriously than Cartier itself, which has crushed counterfeit watches
with steamrollers and maintains its Middle East headquarters in Dubai.

The United States and the European Union pushed for the inclusion of IP in the
Uruguay Round. Developing countries, led by India and Brazil, opposed it. The United
States and the European Union prevailed, and the TRIPS became a part of the WTO.
The ensuing disagreements, which have continued to this day, were well summarized
by Barton et al. (2006):

Conclusion of the TRIPS agreement has had important legal and political implica-
tions. As a legal matter, it has taken the GATT/WTO system into uncharted territory,
covering not merely border measures, but also mandating threshold national regula-
tory standards and means of enforcing those standards. Politically, it has placed WTO
rules and negotiations into the center of domestic political battles over the appropriate
scope of IP protection, and has been responsible more than any other issue area for
exacerbating North-South acrimony in Geneva (pp. 140-141).

The TRIPS agreement applied the principle of nondiscrimination to IP. Any advan-
tage a WTO member grants to any country with regard to IP must now be granted to
all other members. If India agrees to honor UK pharmaceutical patents, it must honor
U.S. pharmaceutical patents as well. This aspect of the TRIPS agreement must have
been implemented by 1996.

The TRIPS agreement also sets out obligations for members structured around the
six IP categories listed above:

1. Copyrights. Members must comply with the 1971 Berne Convention on copy-
rights. Computer programs are protected as literary works under the Berne con-
vention, and the unauthorized recording of live broadcasts and performances is
prohibited. The term of this protection is to be 50 years.

2. Trademarks. Trademarks of goods and services are to be protected for a term of
no less than seven years. Provisions for the registration of trademarks must be
made and are renewable indefinitely.

17 See Maskus (2000).

18 Geographical indications are defined as: “indications which identify a good as originating in the territory of a
Member, or a region or locality in that territory, where a given quality, reputation or other characteristic of the
good is essentially attributable to its geographic origin.” We saw an example of this in Chapter 4 in the form of
blue d’Auvergne cheese.
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3. Geographical indications. Members must provide legal means to prevent the false
use of geographical indications.

4. Industrial designs. Members must protect “independently created industrial
designs that are new or original.” This protection does not apply to “designs
dictated essentially by technical or functional considerations.” The protection of
industrial designs must last at least 10 years.

5. Patents. The Agreement states, “patents shall be available for any inventions,
whether products or processes, in all fields of technology, provided that they
are new, involve an inventive step and are capable of industrial application.”
Exceptions to this do exist and include the protection of public order, and
human, animal, and plant life. Patents are to be extended for at least 20 years,
representing a harmonization to the high-income country standard.

6. Layout designs of integrated circuits. The distribution of protected layout designs,
as well as integrated circuits embodying protected layout designs, is forbidden.
This protection is to extend for at least 10 years.

Currently, citizens and firms in developed countries own most of the world’s IP. It
is also the case that developing countries currently often have less IP protection than
developed countries, especially in the case of patents. Therefore, the TRIPS agreement
raises the cost of many goods and services to developing countries. India and other
developing countries will have to pay more for drugs as a result of the TRIPS agreement,
and this will have an adverse effect on welfare in these countries, especially the welfare
of the poor. In the short term, then, the TRIPS agreement represents a transfer from
developing country consumers to developed country producers.

The intellectual case in favor of multilateral tradeliberalization of the kind embodied
in the Marrakesh Agreement is the improvement of welfare that generally, although not
always, accompanies the liberalization. In the case of the TRIPS agreement, however,
such welfare gains can be absent, especially in short to medium time frames. Indeed,
some prominent trade economists from developing countries (e.g., Jagdish Bhagwati
and Arvind Panagariya) consider the TRIPS to be a welfare-worsening, “nontrade”
agenda item that has no place in the WTO. These economists view TRIPS as lacking in
the efficiency gains that characterize trade (see Chapters 2 and 3) and as inappropriately
restricting the freedom of countries to choose the intellectual property regime that is
best for them."

Can developing countries expect any benefits from the TRIPS Agreement? Prominent
trade economist Keith Maskus (2000) argued that they can. These come in the form
of increased inward FDI and technology transfer, as well as in the form of increased
domestic innovation. Thus the TRIPS Agreement imposes short-term costs in the hopes
of generating long-term benefits. Whether this tradeoff has been made in an appropriate
manner by TRIPS is an issue on which there is still much disagreement.

Access to Medicines

If there is one area in which the TRIPS agreement has been most contentious, it is in the
area of access to medicines. With the advent of the new TRIPS regime in 1995, the U.S.
government put a great deal of pressure on the governments of Brazil, India, and South

19 See, for example, Panagariya (2004).
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Africa to honor U.S. patents on HIV/AIDS drugs, thus raising the costs of these drugs to
AIDS patients in these countries. In 2001, WTO members gathered in Doha Qatar for the
fourth Ministerial Conference of the WTO. At this meeting, developing countries pushed
back. As a result, the members issued a special Declaration on the TRIPS Agreement and
Public Health. This declaration included the statement that “the TRIPS Agreement does
not and should not prevent Members from taking measures to protect public health.”
More specifically, the declaration reaffirmed four “flexibilities” with regard to TRIPS and
public health. For example: “Each member has the right to determine what constitutes
a national emergency or other circumstances of extreme urgency, it being understood
that public health crises, including those related to HIV/AIDS, tuberculosis, malaria and
other epidemics, can represent a national emergency or other circumstances of extreme
urgency.”

These flexibilities also included the production of generic drugs under compulsory
licensing arrangements under Article 31 of TRIPS. However, Article 31(f) limited the
use of these generic drugs to the domestic markets of the producing countries. Matthews
(2004) noted that this had “the practical effect of preventing exports of generic drugs
to countries that do not have significant pharmaceutical industries themselves. . . . For
countries with insufficient manufacturing capacity, the only realistic sourcing mecha-
nism is importation” (p. 78).

Unfortunately, importation of this kind was restricted under TRIPS Article 31(f). A
WTO “decision” on this issue was adopted in August 2003 that allowed least-developed
WTO members to import off-patent, generic drugs. However, it was not yet clear that
these provisions ensured that existing knowledge would be effectively deployed to con-
front some of the most serious health crises of modern times. First, the August 2003 deci-
sion was procedurally demanding. Second, deliberations at the TRIPS Council regarding
the application of the decision could be lengthy. Third, there was a concern that developed
countries with pharmaceutical industries will take unilateral action against developing
countries making use of the decision. Fourth, there was evidence of bilateral, TRIPS-plus
activity that might be extended to rights under the decision.

The 2003 WTO decision also directed the WTO TRIPS Council to prepare an amend-
ment based “where appropriate” on the decision. An agreement regarding this amend-
ment was reached in 2005 and is in the process of being ratified by member countries.
It remains, however, both for supporting legislation in WTO member countries to be
fully enacted and for the provisions of the amendment to be tested in practice. Indeed,
Matthews (2006) noted that “it is perhaps surprising that no developing country has
yet used the new mechanism to allow the importation of generic medicines follow-
ing the issuance of a compulsory license in a developed country prior to patent expiry”
(p- 130). Rwanda became the first country to do this in 2007 in order to import HIV/AIDS
antiretroviral drugs from Canada.

It has become clear that capacity building is necessary to support use of the system,
and the World Bank has been active in this regard. Hopefully, the compulsory licens-
ing option will be helpful in harnessing knowledge in the form of pharmaceuticals to
alleviate health crises and promote human development. Another avenue, however, is to
improve productive capacities for key pharmaceuticals in developing countries, and the
German government has been active in this area. Whatever the mechanism, a sustained
commitment by all parties will be necessary.

Sources: Abbott and Reichman (2007) and Matthews (2004, 2006)
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DISPUTE SETTLEMENT

The Marrakesh Agreement included an Understanding on Rules and Procedures Gov-
erning the Settlement of Disputes. The original GATT had been somewhat unclear
about the resolution of disputes, and in establishing the WTO, the Marrakesh Agree-
ment attempted to clarify dispute settlement procedures. As shown in Table 7.2, the
WTO includes councils on trade in goods and services as well as a council on TRIPS.
These councils should help to minimize the occurrence of disputes, but they certainly
have not eliminated them. In the event of disputes, the WTO turns to a Dispute Set-
tlement Body (DSB), whose function is to administer the dispute settlement rules and
procedures (see Table 7.2). The DSB makes decisions by “consensus.” As with the WTO
in general, consensus for the DSB exists “if no Member, present at the meeting of the
DSB when the decision is taken, formally objects to the proposed decision.”

The dispute settlement procedure is summarized in Figure 7.2. If a member of the
WTO has a complaint against another member, the first step in settling this dispute is
a consultation between the members involved. If the consultation process fails to settle
a dispute within 60 days, the complaining member may request the establishment of a
panel?® This request also must be submitted in writing. Panels are composed of three
or five “well-qualified governmental or non-governmental individuals.” The function
of the panel is to assist the DSB in the dispute settlement process. It consults the parties
involved and provides the DSB with a written report of its findings. The DSB then has
60 days to adopt the report by consensus unless a party to the dispute decides to appeal.

The appeal of a panel report is referred to an Appellate Body, composed of seven
persons “of recognized authority, with demonstrated expertise in law, international
trade and the subject matter of the covered agreements generally.” The Appellate Body
reviews the appeal and submits its report to the DSB. At this point, it is stipulated that
the Appellate Body report “shall be adopted by the DSB and unconditionally accepted by
the parties to the dispute unless the DSB decides by consensus notto adopt the Appellate
Body report within 30 days following its circulation to the members.” Therefore, given

20 The word “may” here is important. As noted by Hoekman and Kostecki (2009, p. 93), the average consultation
process lasts more than 200 days.
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the definition of consensus for the DSB, any DSB member can effectively insist on the
adoption of the Appellate Body report. Renowned international trade lawyer John Jackson
(1994) referred to this appellate body procedure as “ingenious” and noted that “the
result of the procedure is that appellate report will in virtually every case come into
force as a matter of international law” (p. 70). The way in which this dispute settlement
process evolved in the famous Bananas Dispute is presented in the accompanying box.

The "Bananarama” Dispute

Perhaps the most controversial of all dispute settlement proceedings of the WTO is the
famous “bananas dispute” between five Latin American countries and the European
Union. Its roots actually go back to the GATT era when, in 1993, Costa Rica, Colombia,
Nicaragua, Guatemala, and Venezuela invoked GATT dispute resolution proceedings
against the newly created European Union (EU; then European Community) harmonized
banana regime. This regime was put into place to support the banana exports of former
colonies in the African, Caribbean, and Pacific (ACP) group recognized by the EU and
consisted of a discriminatory tariff rate quota system (see appendix to Chapter 6). The
ensuing GATT panel found against the EU, citing the regime’s violation of MFN and
quantitative restriction principles. However, the EU and the ACP blocked the adoption
of the panel under GATT’s positive consensus rule on panel reports. A similar result
followed a second GATT panel requested by the five Latin American countries that
addressed the specific rules of the EU banana regime, but it was again blocked.

Under the new WTO regime, which came into effect in 1995, the United States joined
the Latin American claimants in support of U.S.-based banana multinationals. Having
acceded to the WTO in early 1996, Ecuador also joined in asking for a panel that year.
The panel issued its report in 1997, again finding against the EU. The EU appealed,
and an Appellate Body was also set up, but it did not significantly change the panel’s
findings. The WTO’s negative consensus rule ensured that the Appellate Body’s findings
were adopted in September 2007. The EU subsequently obtained an arbitration finding
allowing it 15 months to bring its banana regime into conformity.

Asaresult of this, a new EU banana regime replacing country-specific measures began
in 1999. Not satisfied, the United States, the original five Latin American countries,
Ecuador, and Panama initiated further consultations with the EU. The United States
was planning to retaliate against the EU under its own domestic trade legislation, and a
WTO arbitration decision set the value of this retaliation in April 1999. This complicated
consultative process, and further subsidiary disputes, finally resulted in a revised, new
EU banana regime in May 2001. Initially, this appeared to satisfy all parties by phasing
in a tariff-only regime by 2006.

What the EU put in place in 2006, however, maintained duty-free access for ACP
countries, while imposing a tariff of €176 per ton of bananas from non-ACP sources. In
2007, both Ecuador and the United States initiated new dispute settlement proceedings
against the EU. In 2007, a panel again found against the EU. Parties to the dispute met
in 2008 to attempt to resolve their disagreements, but it took until the end of 2009 for
the matter to be resolved with a drop of the tariff from €176 per ton to €114 per ton in
2017. With the approval of this compromise by the European Parliament in early 2011,
the “Bananarama” dispute finally came to an end.

Sources: Herrmann, Kramb, and Monnich (2003) and Salas and Jackson (2000)
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The dispute settlement procedure outlined earlier and in Figure 7.2 applies to all
aspects of the Marrakesh Agreement. It improves significantly the procedures of the old
GATT and therefore makes a significant contribution to the conduct of international
trade.?! However, the effectiveness of the procedures depends on members’ commit-
ment to it. A country has the option of ignoring the outcome of the dispute settlement
process. In this case, the complaining member has the right to impose retaliatory tariffs
on a volume of imports from the other country determined by the DSB, as in the
Banana Dispute.

THE ENVIRONMENT

In 1991, the GATT reactivated a long-dormant Working Group on Environmental
Measures and International Trade (EMIT). Not coincidentally, this was the year that
a GATT dispute resolution panel issued its controversial opinion in the now-famous
tuna—dolphin case. The panel ruled against a U.S. law banning imports of Mexican tuna
that involved dolphin-unsafe fishing practices, issued in response to the U.S. Marine
Mammal Protection Act. The panel argued that the import ban violated the general pro-
hibition against quotas and that the United States had not attempted to negotiate coop-
erative agreements on dolphin-safe tuna fishing. The U.S. environmental community
reacted strongly against the GATT panel ruling, casting the GATT as antienvironment,
and the trade-environment issue has loomed large over the WTO ever since.??

With the advent of the WTO in 1995, EMIT was replaced by the Committee on Trade
and the Environment (CTE). Most developing country members of the WTO have taken
a dim view of the work of the CTE, fearing the possibility of further protection against
their exports on environmental grounds, what they term “green protection.” These
members often view environmental matters as nontrade issues that have no place in the
trade policy agenda of the WTO. The subsequent polarization of views has inhibited
the effectiveness of the CTE.*

Many trade economists (e.g., Anderson, 1996 and Hoekman and Kostecki, 2009,
Chapter 13) are broadly supportive of the developing-country view that environmental
issues represent an “intrusion” into the WTO trade agenda. These trade economists
suggest, perhaps correctly, that the environmental agenda could result in an inappro-
priate “one size fits all” approach to environmental policies across WTO members. As
Hoekman and Kostecki (2009) noted, “Countries may have very different preferences
regarding environmental protectionism, reflecting differences in the absorptive capac-
ity of their ecosystems, differences in income levels (wealth), and differences in culture”
(p. 614). The limitation of this argument is that it could just as easily be (and some-
times is) applied to the TRIPS agreement discussed previously. Consequently, many
trade economists appear to be inconsistent on these matters.

2l For more on the WTO dispute settlement procedures, see Kuruvila (1997), Davey (2000), Hoekman and
Mavroidis (2000), and Brown (2009).

22 For a review of the tuna—dolphin case, see Chapter 4 of Runge (1994). Posters at the time, issued by U.S.-
based environmental groups, depicted GATT as “GATTzilla,” a monster destroying national environmental
sovereignty. In actuality, as pointed out by Matsushita, Schoenbaum, and Mavroidis (2006), the realities of the
dispute settlement procedure under the GATT made the tuna—dolphin finding nonbinding.

23 See Shaffer (2001). This author notes that “In light of the immense challenge developing countries face in
meeting the basic needs of the majority of their human populations, southern constituencies typically place
less weight on the social value of environmental preservation than on economic and social development and
poverty eradication” (p. 87).
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In 1999, the WTO took up the trade and environment issue formally with the
publication of a “special studies” report on this subject (Nordstrom and Vaughan,
1999). As with Runge (1994) and others, this report argued that increased trade can
have both positive and negative impacts on the environment. The report emphasizes,
however, that trade-driven growth cannot always be counted on to deliver improve-
ments in environmental quality through increased incomes, as many economists claim.
Consequently, these higher incomes must be “translated into higher environmen-
tal quality” through the mechanism of international cooperation. As emphasized by
Barrett (1999), designing environmental treaties to include the appropriate combina-
tion of incentives and threats to achieve international cooperation on environmental
matters is not always easy. This has been shown in the case of the Kyoto Protocol on
greenhouse (global warming) gasses. The WTO report also emphasized that govern-
ment subsidies to polluting and resource-depleting sectors such as agriculture, fishing,
and energy can exacerbate the environmental consequences of trade.

The role of the WTO in trade and environment matters will continue to be both
important and controversial. The decade of the 1990s ended with another difficult case
regarding the impact of shrimp fishing on sea turtles.>* The Appellate Body report
on this case stressed the importance of international environmental agreements in
reconciling trade and the environment. Further, as noted by Esty (2001), the WTO has
reached such a position of prominence that it will find it very difficult to avoid scrutiny
on environmental issues. To some degree, then, the success of the WTO depends on
the willingness and ability of its members to enter into multilateral environmental
agreements (MEAs).? Some observers (e.g., Runge, 1994) have gone further to suggest
that the CTE be replaced by a World Environmental Organization (WEO) to stand
alongside the WTO. Runge (2009) has suggested that the WEO be modeled on the
North American Commission on Environmental Cooperation (CEC). The WEQ could
bring a sense of rationality to the large set of existing MEAs and could potentially
provide a dispute settlement mechanism for environmental disagreements. Although
currently not a global, political reality, the WEO proposal is one that will not go away.

DOHA ROUND

As mentioned in Chapter 1, the Seattle Ministerial Conference of the WTO that took
place in December 1999 was not successful. This was, in part, due to the protests of
young people against the WTO as an agent of globalization. It was also due to a lack of
agreement between developed and developing WTO member countries on a number
of issues discussed in this chapter. For both these reasons, WTO members were not able
to launch the hoped-for new round of multilateral trade talks.

A second attempt to launch a new round took place in Doha, Qatar, in 2001 at the
next Ministerial Conference. This attempt was successful, although disputes between
developing and developed countries still simmered beneath the surface. Although,
as mentioned above, progress was made on the TRIPS/AIDS issue, the European
Union (EU) maintained its intransigent position with regard to agricultural trade

24 This finding overturned a number of the findings of the tuna—dolphin case.

25 Some existing MEAs include the Convention on International Trade in Endangered Species (CITES), the
Montreal Protocol on Substances that Deplete the Ozone Layer (Montreal Protocol), and the Convention of
Biological Diversity (CBD). There are many others.
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liberalization, and the developing countries were displeased with the introduction of
new agenda items such as investment and competition policy.*®

The progress in what has come to be called the Doha Round of multilateral trade
negotiations has been very uneven. A focus point was the Canctn Ministerial Meeting
of 2003. The EU had insisted that the so-called Singapore issues (competition pol-
icy, transparency in government procurement, trade facilitation, and investment) be
included in the negotiations. Further, the EU and the United States had just issued a
draft text on the agricultural negotiations. Coalitions of developing countries emerged
to oppose both of these. In the case of agriculture, a representative of the Brazilian
government stated:

The real dilemma that many of us had to face was whether it was sensible to accept
an agreement that would essentially consolidate the policies of the two subsidizing
superpowers. .. and then have to wait for another 15 to 18 years to launch a new
round, after having spent precious bargaining chips.?’

A new bargaining group of developing countries emerged at Canctn. Known as the
G20 and led by Argentina, Brazil, China, India, and South Africa, this group accounted
for more than two-thirds of the world population and more than 60 percent of its
farmers. It adamantly opposed the EU/US agricultural text, proposing more strenuous
liberalization in agricultural markets. Despite predictions to the contrary, the group
held firm during the negotiations. The ministerial statement coming out of Canctin
was only one-half page long. It noted that “more work needs to be done in some key
areas to enable us to proceed towards the conclusion of the negotiations in fulfillment
of the commitments we took at Doha.” In the polite language of trade diplomacy, this
was an admission of failure.

Some progress appeared in July 2004 with the “July 2004 Package” that reaffirmed
the Doha Ministerial commitments in agriculture and acknowledged in some specific
ways the concerns of the developing countries (e.g., cotton subsidies). Most important
was the adoption of a “tiered approach” to reductions in domestic support and tariffs
and the commitment to eliminate exports subsidies by an unspecified date. Despite
this progress, the next deadline for progress in agricultural negotiations, July 2005,
was missed. The next small breakthrough occurred in October 2005 with proposals for
domestic support being tabled using the tiered framework. In July 2006, negotiations
among the United States, the EU, Japan, Brazil, India, and Australia regarding the Doha
Round broke down, and the WTO Director General Pascal Lamy suspended further
discussions, noting that “We have missed a very important opportunity to show that
multilateralism works.” Further failed talks were held in the summer of 2008 and
resulted in what became known as the “July 2008 Package.”?® Sufficient progress to
conclude the round, however, has not yet been made at the time of this writing in
mid-2011. The 2009 Ministerial Meeting in Geneva largely ignored the Doha Round,
and a March 2010 “stocktaking” meeting was reportedly one in which there was “no
stock to take.” However, at the end of 2010, Lamy announced a “final countdown” to
finish the Doha Round by the end of 2011.

26 See chapter 13 of Hoekman and Kostecki (2009).

27 See Narlikar and Tussie (2004), p. 951.

28 The July 2008 package specified tariff cut tiers in agricultural market access, as well as agricultural domestic
support reductions, the latter in terms of an Overall Trade Distortion Support (OTDS) measure.
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The Doha Ministerial statement of 2001 stated that: “International trade can play a
major role in the promotion of economic development and the alleviation of poverty.
We recognize the need for all our peoples to benefit from the increased opportunities
and welfare gains that the multilateral trading system generates. The majority of WTO
members are developing countries. We seek to place their needs and interests at the
heart of the Work Program adopted in this Declaration.” This vision has largely been
lost due to the politics of trade in the United States and the EU.*

CONCLUSION

The WTO came into being in 1995, completing the Bretton Woods vision of a global
trade institution. Since its birth, it has both demonstrated the importance of a multi-
lateral approach to managing trade issues and stirred up controversies in a number of
areas. All evidence suggests that the WTO will continue, as stated in the introduction
to this chapter, to be “both lauded and vilified with equal intensity by various groups
with concerns about trade policy.” In general, a common fault line exists across many
issues within the WTO between developed and developing countries.

With regard to the old GATT agenda of trade in goods, developing countries are still
at a market access disadvantage in textiles, clothing, and agriculture. Their exports must
contend with higher than normal tariff levels in the developed world and, in the case
of agriculture, with the massive domestic and export subsidies of the United States and
the European Union that exceed US$100 billion per year. The ongoing controversies
over TRIPS also have a similar fault line. In the short term, developing countries will
generally lose from intellectual property protection through the higher prices they will
have to pay for goods and services. This short-term cost will have to be accepted by the
developing world, waiting for the hoped-for, long-term benefits of increased inward
FDI and domestic innovation. Finally, ongoing disputes concerning environmental
issues often pit developed and developing countries against one another. Developing
countries fear a surge of “green protection,” exacerbating their disadvantages in other
areas.

These fissures within the WTO deserve attention. Unfortunately, years of negotiating
energy have been put into the Doha Round, with (as of this writing in mid-2011) little
to show for it. The WTO faces a crisis of legitimacy that can only be overcome through
greater commitment to it by its leading members. Whether this commitment will be
forthcoming remains to be seen.

REVIEW EXERCISES

1. What is meant by nondiscrimination in international trade agreements? Be as
specific as you can.

2. One criticism of the Agreement on Agriculture is that it involves something
known as dirty tariffication. Dirty tariffication involves quotas being converted
into tariffs that are larger than the actual tariff equivalent of the original tariff.
Draw a diagram like that of Figure 6.4, illustrating dirty tariffication.

29 The appendix to this chapter puts the Doha Round negotiation process in some context. For a recent summary
of the Doha Round, see Martin and Mattoo (2010).
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3. The chapter mentioned the four modes by which trade in services can occur:
cross-border trade, movement of consumers, foreign direct investment, and
personnel movement. Try to give an example of each of these modes. The more
specific the better.

4. The chapter also gave an example of the way that the “theft” of intellectual
property in the case of pharmaceuticals suppresses trade in this product. Try to
give another example of such trade suppression.

5. Can you think of any ways in which trade issues and environmental issues
interact?

FURTHER READING AND WEB RESOURCES

Concise introductions to the GATT and the WTO can be found in Blackhurst (2009a,
2009b). The reader interested in further pursuing an understanding of the GATT/WTO
system can start with the works by Hoekman and Kostecki (2009) and Barton, Goldstein,
Josling, and Steinberg (2006). A more legal approach can be found in Jackson (1997)
and Matsushita, Schoenbaum, and Mavroidis (2006). Journals covering the subjects of
this chapter include the Journal of World Trade, World Trade Review, and the Journal of
International Economic Law. The controversy over TRIPS is analyzed by Maskus (2000),
and case studies of developing countries in trade negotiations can be found in Odell
(2006).

To keep up with the work of the WTO, including the Doha Round, the reader
should visit its website, www.wto.org. Perhaps the most useful link here is the one
to “trade topics.” However, the document dissemination facility at this website is a
particularly useful resource. The reader should monitor the Centre for Trade and
Sustainable Development at www.ctsd.org, a very important resource on issues of trade
and sustainable development broadly defined.

APPENDIX: WTO MEMBERSHIP AND MULTILATERAL
TRADE NEGOTIATIONS

Multilateral trade negotiations (MTNs) are trade negotiations that occur under the
auspices of the previous GATT and current WTO in the form of rounds, as documented
in Table 7.1. In MTNs, there is much reference to what are termed modalities, or the
rules of the negotiations. In the first five rounds through the Dillon Round, the central
modality was a principal supplier or request-and-offer method. Here, requests for market
access were made by the principal supplier of a product to other members’ markets in
what was really a bilateral negotiation over concessions. Concessions were generalized
across the membership through the MFN principle. The exchange of concessions is
known as reciprocity.

The Kennedy Round introduced a new modality in the form oflinear or proportional,
across-the-board tariff reductions. This modality can be represented as:

h=aty 0<a<l (7.1)

where # is the final tariff, and ¢, is the initial or base tariff. If, for example, a = 0.8,
then all tariffs would be reduced by 20 percent.
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Figure 7.3. Proportional Swiss Formula Comparison. Source: Author’s calculations

The Tokyo Round introduced a new modality innovation in the form of the “Swiss
formula,” which can be represented as:

bt
fi=—2 0<b<100 (7.2)
b+t

where b is the ceiling tariff.

The purpose of the Swiss formula is to reduce higher base tariffs by a greater
proportion than lower base tariffs. This can be seen in Figure 7.3, which translates
base tariffs along the horizontal axis into final tariffs along the vertical axis. The linear
formula is presented as the solid line for a proportional reduction of 50 percent or
a = 0.50. So, you can see in the figure that a base tariff of 50 percent is reduced to
a final tariff of 25 percent. The Swiss formula is presented as the dashed line with a
ceiling of 25 percent or b = 25. Here, for each base tariff of more than 25 percent, the
reduction of the base tariff is greater than in the linear case. Further, as you can see,
the gap between the proportional and Swiss reductions over the 25 percent base tariff
increases as the base tariff increases.

How long do MTNs last? Figure 7.4 plots the eight rounds of multilateral trade
negotiations previous to the Doha Round. The surprisingly linear relationship between
number of members and years of negotiations (explaining 98 percent of the variance in
the latter) indicates that, given the current WTO membership, the Doha Round should
last approximately a decade. If we put our faith in such statistical relationships (and
there are reasons not to do so), the Doha Round should not end before 2011.
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Figure 7.4. Members and Years to Conclude GATT/WTO Rounds. Source: World Trade Organization and
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I once attended a talk by a Canadian trade negotiator who made the following potent
statement: “When multilateralism falters, regionalism picks up the pace.” His use of
the term multilateralism referred to the GATT/WTO system described in Chapter 7 and
its multilateral trade negotiations. His use of the term regionalism referred informally
to the possibility of pursuing what are formally known as preferential trade agree-
ments (PTAs). Recall that one of the founding principles of the GATT/WTO system
is nondiscrimination, and that nondiscrimination, in turn, involves the most favored
nation (MFN) and national treatment (NT) sub-principles. Under MFN, each WTO
member must grant to each other member treatment as favorable as they extend to
any other member country. PTAs are a violation of the nondiscrimination principle in
which one member of a PTA discriminates in its trade policies in favor of another
member of the PTA and against nonmembers.! This discrimination has been allowed
by the GATT/WTO under certain circumstances. These circumstances include the well-
known cases of free trade areas (FTAs), customs unions (CUs), and interim agreements
leading to a FTA or CU “within a reasonable length of time.”?

Before we begin, we need to clarify an issue of terminology. Originally, FTAs and
CUs were collectively known as regional trade agreements (RTAs), and this is the term
commonly employed by the WTO. However, since the 1990s, an increasing number
of FTAs have been between or among countries that are not geographically contiguous,
such as the Canada-Chile and Japan-Mexico FTAs. Consequently, a number of lead-
ing economists and trade lawyers have recommended that the RTA nomenclature be
replaced with that of PTAs. In the spirit of greater accuracy, we use this term here, but
it is likely that you will encounter both terms and their acronyms.

As suggested by the comment of the trade minister above, regionalism (or, more
accurately, preferentialism) and multilateralism represent two alternative trade policy
options available to the countries of the world. When the larger countries of the world
lose commitment to the multilateralism option, multilateralism “falters.” However, this
is when countries often turn their attention to the preferential option, and regionalism
“picks up the pace.” Indeed, nearly every member of the WTO is also a member of at
least one PTA, and 290 PTAs are in force at the time of this writing in 2010.* PTAs are
therefore a central feature of the world trading system.

This chapter will introduce you to various types of PTAs and their economic effects.
These effects are analyzed in international economics in terms of the concepts of trade
creation and trade diversion. We then consider some examples of PTAs, namely the
European Union, the North American Free Trade Agreement, Mercosur and the Free
Trade Area of the Americas, and the ASEAN Free Trade Area. Finally, we consider in
more detail the relationship of regionalism to multilateralism.

! The history of PTAs is often traced back to the establishment of the German Customs Union (Zollverein) in
1834.

2 All quotations without citations are from GATT Secretariat (1994).

3 For example, Matsushita, Schoenbaum, and Mavroidis (2006) stated: “The term ‘regional integration’, which is
often used in the literature, is probably misleading: in essence, what the term aims to capture are preferential
schemes that deviate from the obligation not to discriminate. Not all such schemes are regional, in the sense
of geographical proximity. One third of the free trade areas (FTAs) currently under investigation are among
countries that are not in geographical proximity” (pp. 548-549).

4 This 290 figure was the official WTO figure at the end of 2010. As we explain later, there is actually some double
counting involved in the way the WTO records PTAs.
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Analytical elements for this chapter:

Countries, sectors, and tasks.

Table 8.1. Types of preferential trade agreements

Number in
force in
Type of PTA Description 2010
GATT Article XXIV (FTA) An agreement on the part of a set of countries to 160
eliminate trade restrictions among themselves.
GATT Article XXIV (CU) An agreement on the part of a set of countries to 15
eliminate trade restrictions among themselves and
to adopt a common external tariff.
Enabling Clause Allows PTAs in goods trade among developing 31
countries.
GATS Article V An agreement to reduce barriers to trade in services 84
among a set of countries.
Total: 290

Source: World Trade Organization. Note: Consult the WTO website for current information.

PREFERENTIAL TRADE AGREEMENTS

Under the WTO and as listed in Table 8.1, there are four ways in which a PTA can occur.
Under Article XXIV of the General Agreement on Tariffs and Trade (GATT 94) covering
trade in goods, a PTA can be notified as either a free trade area (FTA) or as a customs
unions (CU). As noted in Table 8.2, both of these PTA types involve the member
countries eliminating trade restrictions among themselves. The difference between the
FTA and CU options is that the latter involves member countries establishing a common
external tariff (CET). Article XXIV of the GATT requires that WTO members who wish
to form FTAs or CUs must meet certain requirements. First, trade barriers against

Table 8.2. Steps to regional integration

Type Description

Free trade area An agreement on the part of a set of countries to eliminate trade
restrictions among themselves.

Customs union An agreement on the part of a set of countries to eliminate trade
restrictions among themselves and to adopt a common external tariff.

Common market An agreement on the part of a set of countries to eliminate trade

restrictions among themselves, to adopt a common external tariff, and
to allow the free movement of labor and physical capital among
member countries.

Monetary union A common market that adopts a common currency and adopts a common
monetary policy.
Economic union A monetary union that adopts a process of domestic policy harmonization

in areas such as tax and spending policies and domestic regulation.
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nonmembers cannot be “higher or more restrictive than” those in existence prior to
the FTA or CU. Second, the FTA or CU must be formed “within a reasonable length
of time.” Third, the FTA or CU must eliminate trade barriers on “substantially all the
trade” among the members. As can be seen in Table 8.1, the number of FTAs notified
to the WTO greatly exceeds the number of CUs.

A third way in which a PTA can occur under the WTO is known as the “enabling
clause.” This 1979 decision (currently part of GATT 94) allows PTAs in goods trade
among developing countries. According to this decision, the pursuit of a PTA within
the enabling clause is for the “mutual reduction or elimination” of tariffs and nontariff
measures. There is thus less emphasis on eliminating trade restrictions than in the case
of FTAs and CUs. As can be seen in Table 8.1, there are more enabling clause PTAs than
CUs, but significantly fewer than FTAs.

The fourth and final way in which a PTA can occur under the WTO is under Article
V of the General Agreement on Trade in Services (GATS). FTAs or CUs under the
GATS must involve “substantial sectoral coverage,” language that differs from trade in
goods. Importantly, most PTAs (other than enabling clause PTAs) notified to the
WTO since its inception in 1995 have been under both GATT Article XXIV and GATS
Article V. Therefore, there is double-countingin the WTO PTA system that is reflected in
Table 8.1.°

Whether notified under trade in goods or both trade in goods and services, oversight
of PTAs by the WTO is difficult. This is because the phrases “higher or more restrictive
than,” “within a reasonable length of time,” “substantially all trade,” and “substantial
sectoral coverage” are simply too vague. As part of the Uruguay Round of trade nego-
tiations leading up to the Marrakesh Agreement and the establishment of the WTO,
there was an agreed-on “understanding” on PTAs. This understanding specified that
the relevant measure to assess restrictiveness against nonmembers is a weighted average
of tariff rates and that the length of time allowable for the elimination of trade barriers
within FTA and CUs is to be no more than 10 years.

Even with this understanding, however, there is room for differing interpretations.
Further, despite the institutional structure present in the WTO to govern PTAs, the
unfortunate fact is that there has never been any serious evaluation or enforcement
of PTAs under either the GATT or the WTO. As noted by Matsushita, Schoenbaum,
and Mavroidis (2006), most PTAs are of “dubious WTO-consistency.” However, no
WTO member has the incentive to challenge PTAs through WTO dispute settlement
because nearly all important WTO members are themselves members of at least one
PTA. This “cooperative equilibrium” has proven to be quite durable. Some small steps
toward increased transparency have been taken by the WTO’s Committee on Regional
Trade Agreements (CRTA) in the form of an improved database of FTAs and CUs (see
Further Reading and Web Resources at the end of this chapter), but transparency is not
enforcement.’

» «

6

5 In the words of the WTO, its statistics on PTAs “are based on notification requirements rather than on physical
numbers” of PTAs. Thus, for any PTA including both goods and services, the WTO counts two notifications
(one for goods and the other services) rather than one.

6 See Serra et al. (1997).

7 Matsushita, Schoenbaum, and Mavroidis (2006) stated: “The ultimate conclusion from our analysis is that
PTAs, in their overwhelming majority, have not even been properly evaluated by the WTO. As a result, there is
an abundance of PTAs, the consistency of which with the WTO rules is simply put, unknown” (p. 554).
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Although many PTAs are not regional, a number of PTAs are true attempts to build
regional integration among contiguous countries. When this is the case, PTAs can be
seen as steps along a continuum of increased regional integration. This continuum is
described in Table 8.2. Here we see that FTAs and CUs are the first two steps toward a
common market in which the regional membership has allowed for the free flow of both
labor and physical capital. A common market can proceed further to a monetary union
with a common currency and common monetary policy. Finally, an economic union is
characterized by members attempting to harmonize domestic policies concerning the
areas of taxation and spending, domestic regulation, competition, and other areas of
interest. The most notable case of an economic union is the European Union, discussed
later.

One issue that inevitably arises in the design of PTAs in the form of FTAs is how to
determine whether a product is from a partner country. In an FTA, a product can be
imported into a low-tariff member and then resold in a high-tariff member, a process
known as tariff rate arbitrage.® To protect against tariff rate arbitrage, FTA members
usually establish rules of origin (ROOs).” As outlined by Krishna (2009), ROOs can
be defined using four criteria. The first of these is the amount of domestic content of
the good, measured either in terms of value added or in direct, physical terms. The
second is in terms of a change in tariff heading (CTH) where the good must move from
one tariff category to another during a production process in an FTA member country.
The third is in terms of specified processes (or tasks) that outline the actual production
processes that must take place within the FTA.'® The fourth approach is in terms of
substantial transformation, a loosely defined term that can vary from one instance to
another. In many respects, FTAs are defined by their ROOs, and an understanding of
them is therefore a key part of understanding any particular FTA. Further, empirical
evidence suggests that they have significant impacts.!! The case of automobile ROOs in
the North American Free Trade Agreement (NAFTA) is considered in the accompanying
box.

NAFTA Automobile ROOs

Under the North American Free Trade Agreement (NAFTA), exporters must fill out a
NAFTA Certificate of Origin (CO) based on NAFTA ROOs. In general, the origination ofa
product is defined in terms of substantial transformation, and substantial transformation
is, in turn defined in terms of a change in tariff heading (CTH). This requirement can be
relaxed, however, under a de minimis rule if nonoriginating materials make up less than
7 percent of the total value of the product. There is also the alternative of demonstrating
sufficiently high regional value content (RVC). RVC, in turn, can be defined in two ways:
in terms of transactions value or in terms of net cost. Even this superficial view of the
NAFTA ROOs indicates that they are not a model of simplicity.

8 As noted by Tarr (2009), CUs do not need rules of origin because goods from outside the CU enter any CU
member under the same tariff regime. This is one advantage of a CU over an FTA.

® In terms of global governance, ROOs are covered under the International Convention on the Simplification and
Harmonization of Customs Procedures (the Kyoto Convention, 1974, revised in 1998).

10 Clearly, this can be very close to the CTH approach. Krishna (2009) noted that “The difference between this and
the CTH criterion is only that the latter is based on some commonly used description such as the tariff code,
whereas the specified process definition is defined in terms of production processes specific to each industry”
(p. 980).

11 See, for example, Anson et al. (2005) for the case of NAFTA.
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Automobiles have special provisions for a NAFTA CO. Here, the RVC must be cal-
culated using the net cost method. The NAFTA automobile RVC calculation includes
the value of nonoriginating materials (VNM), and this is, in turn, calculated using one
of two sets of tracing rules for materials used in the manufacturing process, one for
“heavy-duty” goods (engines and transmissions) and another for “light-duty” goods.
Heavy-duty goods are required to include the total value of all nonoriginating materials
in the VNM. Light-duty goods, on the other hand, only need to include the value of
nonoriginating materials specified on a light-duty tracing list.

Preparation of a NAFTA CO is complicated in general, which is why Friedman (2003)
advised: “It is imperative that producers and exporters asked to complete a NAFTA CO
understand and properly apply the NAFTA Rules of Origin before certifying merchandise
or relying on a CO from a supplier.. . . Consequently, advice concerning a specific cir-
cumstance should come from a qualified customs attorney.” The exporter or producer
of an automotive product needs to be particularly concerned that it has adequately
addressed the complicated ROOs governing this kind of trade in North America.

Sources: Trade Information Center, U.S. Department of Commerce, and Friedman (2003)

THE ECONOMIC EFFECTS OF PREFERENTIAL TRADE AGREEMENTS

What are the economic effects of PTAs? Jacob Viner (1950) first addressed this question
in a famous book entitled The Customs Union Issue. In this book, Viner distinguished
between the concepts of trade creation and trade diversion in PTAs. Trade creation
occurs when the formation of a PTA leads to a switching of imports from a high-cost
source to a low-cost source. Trade diversion occurs when imports switch from a low-
cost source to a high-cost source. As we will soon see, trade creation tends to improve
welfare, whereas trade diversion tends to worsen welfare. Let’s summarize trade creation
and trade diversion in a box:

Trade creation: switching of imports from a high-cost source to a low-cost source. Tends
to improve welfare.

Trade diversion: switching of imports from a low-cost source to a high cost source. Tends
to worsen welfare.

We are going to illustrate the concepts of trade creation and trade diversion using
the absolute advantage model we developed in Chapter 2. We are going to consider two
countries that are members of a PTA, Brazil (B) and Argentina (A). We are also going to
refer to a third country, El Salvador (S), which is an excluded nonmember. A PTA that
involves trade creation is presented in Figure 8.1. In this figure, we take the perspective
of Brazil. S? is Brazil’s supply curve of some good, and D® is Brazil’s demand curve
for the same good. Brazil can import the good from Argentina at price P# and from El
Salvador at price PS. The crucial point here is that Argentina is the lower cost producer
in comparison with El Salvador.

Before the PTA, Brazil has in place a specific (per unit) tariff of T on imports from
both Argentina and El Salvador. Because P* + T < PS + T, Brazil imports the good
from Argentina, and the initial import level is Z%. Once Brazil joins the PTA with
Argentina, the tariff is removed on imports from Argentina. Clearly, P4 < PS + T,



P’ +T

P +T

PX
PA

THE ECONOMIC EFFECTS OF PREFERENTIAL TRADE AGREEMENTS 123

SE
ZB
<>
Figure 8.1. A Trade-Creating PTA between Brazil and
- = - Argentina Note: Areas A, B, C, and D extend vertically
- between P4 and P2 + T.
A — —
Fa N b v D
z, \ D’
0

so the good continues to be imported from Argentina. The imports, however, expand
from Z% to Z%,, as the price falls from P* + T to P4.

As aresult of the PTA with Argentina, consumer surplus in Brazil increases in Figure
8.1 by area A 4+ B + C + D. Producer surplus falls by A, and government tariff revenue
falls by C.!? The net increase in welfare due to trade creation is B + D. Let’s summarize
this:

Consumer surplus: A+B+C+D

Producer surplus: —A
Government revenue: —C
Net welfare: B+D

The switch in “imports” in the trade-creating PTA described in Figure 8.1 is from a
high-cost source, namely Brazil itself, to a low-cost source, Argentina, and takes place
in the movement down the Brazilian supply curve. This trade-creating switch is what
generates the increase in welfare in Brazil.

A PTA that involves trade diversion is presented in Figure 8.2. In this figure, and
in contrast to Figure 8.1, El Salvador is now the lower cost producer in comparison
with Argentina. That is, P < P4. Because PS + T < P# + T, before the PTA, Brazil
imports the good from El Salvador, and the initial import level is ZZ. Once Brazil joins
a PTA with Argentina, however, PA < PS4 T, so Brazil switches to Argentina as an
import supplier. Imports expand to Z5, as the domestic price falls from P + T to
PA.

As a result of the PTA with Argentina, consumer surplus in Brazil increases by area
A 4+ B + C + D in Figure 8.2. Producer surplus falls by A, and government revenue
falls by C + E. The net increase in welfare is therefore B+ D — E.

Let’s summarize this:

Consumer surplus: A+B+C+D

Producer surplus: —A
Government revenue: —C —E
Net welfare: B+D-—E

12 Recall that the concepts of consumer and producer surplus were discussed in the appendix to Chapter 2. Please
refer to that appendix if you need to.
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Whether the net welfare effect in Figure 8.2 is a positive or negative value depends
on the relative sizes of B 4+ D and E. Area B + D represents the trade-creating effects
of switching “imports” from the higher cost source of Brazil to the lower cost source of
Argentina. However, area E represents the trade-diverting effects of switching imports
from the lower cost source of El Salvador to the higher cost source of Argentina. If the
trade-diverting effects outweigh the trade-creating effects (if E > B 4 D), then the PTA
will reduce welfare in Brazil.

What should you take from the preceding discussion of trade creation and trade
diversion? Let’s summarize it in a box:

PTAs can be either welfare-improving or welfare-worsening. Whether a PTA is welfare-
improving or welfare-worsening is something that must be assessed on a case-by-case
basis, based on evidence of the relative strengths of trade creation and trade diversion.

As a consequence of the above, assessments of PTAs are often made using more
sophisticated and numerical versions of Figures 8.1 and 8.2. That is, trade economists
are often called on to mathematically model the effects of PTAs.!* If you are involved
with the assessment of PTAs in any way, you might need to interpret the results of such
modeling exercises. Each of the chapters in Part I of this book concerning our first
window on the world economy, international trade, has contributed to your ability to
do so. This issue is examined briefly in the appendix to this chapter.

THE EUROPEAN UNION

The European Union (EU) is the current name for a set of agreements among 27 (at
the time of this writing) European countries in the realms of economics, foreign and
security policies, and justice and home affairs. The evolution of the EU is summarized in
Table 8.3. Its roots extend back to the Marshall Plan under which the United States aided
in the reconstruction of Europe after World War II and promoted the liberalization
of trade and payments among the European countries in its zone of influence. These
liberalization processes were facilitated by the Organization for European Economic

13 For the important case of the North American Free Trade Agreement, see Francois and Shiells (1997). This was
one of the first instances where mathematical models played an important role in the actual policy deliberations
surrounding a proposed PTA.
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Table 8.3. The evolution of the European Union

Year Initiative Treaty Members added
1951 European Coal and Steel Treaty of Paris Belgium
Community France
Germany
Italy
Luxembourg
Netherlands
1958 European Economic Treaty of Rome
Community
1973 Enlargement Denmark
Ireland
United Kingdom
1981 Enlargement Greece
1986 Enlargement Portugal
Spain
1992 European Union Treaty on European

Union (TEU), or the
Maastricht Treaty

1995 Enlargement Austria

Finland

Sweden
1999 European Monetary United Kingdom, Sweden,

Union and Denmark not included
2002 Common EMU currency: United Kingdom, Sweden,
the euro and Denmark not included

2004 Enlargement Cyprus

Czech Republic

Estonia

Hungary

Latvia

Lithuania

Malta

Poland

Slovakia

Slovenia
2007 Enlargement Bulgaria

Romania
2007 EU Constitution Lisbon Treaty

Sources: Dinan (2010) and europa.eu

Cooperation and the European Payments Union.!* In 1951, the Treaty of Paris was
signed, and this led to the formation of the European Coal and Steel Community
(ECSC) among Belgium, France, Germany, Italy, Luxembourg, and the Netherlands,
countries that became known as The Six. The purpose of the ECSC was to liberalize
trade and promote competition in the steel and coal sectors of the Western European
economy.

14 The Organization for European Economic Cooperation later became the Paris-based Organization for Economic
Cooperation and Development (OECD).
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In 1957, the Treaty of Rome was signed. This led to the formation of the European
Economic Community (EEC) in 1958. The ultimate goal of the EEC was the creation
of a common market. Initially, however, the EEC was a movement toward an FTA in
a decade-long transitional period. The EEC took the step to a CU in 1968 with the
introduction of a common external tariff. Between 1973 and 1986, its membership
increased from six to 12 countries. The year 1992 marked the official completion of a
common market in which barriers to labor and physical capital were to be removed (the
actual completion of a common market will always be a work in progress). With the
signing of the Maastricht Treaty in 1992, the EEC was joined by initiatives in the areas
of foreign and security policy and justice and home affairs under what became known
as the European Union. Austria, Finland, and Sweden joined the EU in 1995, bringing
the membership to 15. An ambitious enlargement in 2004 added 10 more countries as
EU members, and an enlargement in 2007 brought the total membership to 27.1

In recent years, the EU has ventured even beyond a common market to a monetary
union with the launch of the euro in January 2002. We take up these important
developments in Chapter 19. A current preoccupation of the EU is the issue of a
constitution or constitutional treaty. At the time of this writing, the Lisbon Treaty is the
active constitutional document, and it was ratified by all 27 EU members as of 2009.

Inan earlyround of research, some economists (e.g., Hufbauer, 1990; Lawrence, 1991;
and Sapir, 1992) argue that trade creation dominated trade diversion in the European
Community and EU. Winters (1993) expressed a much more cautionary view, noting
that, despite the common external tariff of the European Union CU, nontariff barriers
(e.g., quotas) increased in sectors such as motor vehicles, VCRs, and footwear. He also
noted that EU subsidies increased in sectors such as aircraft, steel, shipbuilding, and
agriculture. An intermediate view was offered by Tsoukalis (1997), who pointed to
overall trade creation in manufactured goods and overall trade diversion in agricultural
goods. The latter has been largely the result of the Common Agricultural Policy (CAP),
which has protected EEC/EU agriculture from foreign competition and has involved
the heavy use of export subsidies. Protection levels for EU agriculture under the CAP
remain high, but the WTO Agreement on Agriculture, discussed in Chapter 7, has
introduced a modicum of discipline.'¢

More recent research has been provided by De Santis and Vicarelli (2007) and Gil,
Llorca, and Martiniz-Serrano (2008). De Santis and Vicarelli (2007) examined the EU’s
trade patterns between 1960 and 2000 and accounted for its evolving network of PTAs
with nonmembers. These authors found significant trade creation among EU members
but only limited trade diversion due to the expanding set of external PTAs. Gil, Llorca,
and Martiniz-Serrano (2008) focused on trade creation (but not trade diversion). These
researchers carefully examined the evolution of the EU’s trading relationships and trade
flows over the years 1950—-2004, accounting for its gradual expansion of members. They
conclude that each successive enlargement has increased trade and that the deepening of
the regional integration scheme from an FTA to CU to common market and monetary
union also has had a positive effect on trade. Because this study did not account for
trade diversion, it is not a welfare analysis as in Figures 8.1 and 8.2, but is significant
nonetheless.

15 At the time of this writing, candidate countries included Croatia, Macedonia, and Turkey.
16 The EU CAP has also had implications for progress in the Doha Round. See Reinert (2007).
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THE NORTH AMERICAN FREE TRADE AGREEMENT

In 1989, an FTA between Canada and the United States came into effect. Sometime
thereafter, former Mexican President Carlos Salinas de Gortari approached a number
of countries in Western Europe with the intent of convincing them to enter into
trade liberalization with Mexico. On his trip to Europe, he found these countries to
be distracted with the movement to the European Union described in the preceding
section. As the story is now told, on a return flight from Europe, Salinas decided to
pursue an FTA with the United States. In 1990, former U.S. president George H.W. Bush
and Salinas announced their intention to begin negotiating an FTA. In 1991, however,
they were joined by Canada to begin negotiations for a North American Free Trade
Agreement (NAFTA) involving all three countries. The agreement was signed in 1992
and took effect in 1994.!7 It was fully phased in by 2009.

The NAFTA agreement was ambitious. Along with trade in goods, it addressed finan-
cial services, transportation, telecommunications, foreign direct investment, intellec-
tual property rights, government procurement, and dispute settlement. With regard to
trade in goods, NAFTA liberalized trade in the highly protected automobile, textile, and
clothing markets. However, as discussed in the following box, it employed restrictive
ROOs in these sectors as well. In agriculture, NAFTA phased out tariffs over a 10-year
period and transformed quotas into tariff-rate quotas (see Chapter 6 Appendix), which
were phased out over 10- to 15-year periods. Foreign direct investment was liberalized.'®
NAFTA also provided significant intellectual property protection in a manner similar
to the TRIPs Agreement discussed in Chapter 7.

During the discussions and political deliberations surrounding the NAFTA nego-
tiations, issues of trade and the environment and trade and labor rose quickly to the
surface. Mathematical models of these issues are discussed in the accompanying box.
Institutionally, however, NAFTA was innovative in that it responded to these concerns
with the North American Agreement on Environmental Cooperation (NAAEC) and
the North American Agreement on Labor Cooperation (NAALC). These are sometimes
referred to as the NAFTA “side agreements.” The NAAEC established the Border Envi-
ronmental Cooperation Commission, the North American Development Bank, and
the Commission for Environmental Cooperation, whereas the NAALC established the
Commission for Labor Cooperation.

What does research on NAFTA tell us about its effects? Evidence suggests that FDI
into Mexico did indeed respond positively to the presence of NAFTA, although there is
a constitutional ban against FDI in Mexico’s energy sector.!” Despite arguments to the
contrary, NAFTA’s impacts on job losses in the United States have been small relative
to overall employment trends in that country.?® The NAFTA ROOs substantially limit
market access for Mexico in all but textiles and clothing,?! and the NAFTA agreement has
had detrimental impacts on Mexico’s corn producers.”? Despite the ROOs, however,
17 Since then, Mexico and the EU have signed an FTA.

18 Despite the fact that NAFTA involves the removal of barriers to FDI, it is not a common market because it does
not allow for the free movement of labor within North America.

19 See Ramirez (2006).

20 See Hufbauer and Schott (2005).

21 See Anson et al. (2005).

22 See Ramirez (2003). Martin (2005) noted that “Mexico had about 3 million corn farmers in the mid-1990s,

but the 75,000 corn farmers in Iowa produced twice as much corn as Mexico at half the price” (p. 452). This is
partly due to the heavy subsidization of corn in the United States.
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automobile trade (both parts and finished automobiles) within North America has
expanded rapidly.

NAFTA, Wages, and Industrial Pollution

The issues of trade and wages in general and of North-South trade and wages in par-
ticular have recently received a great deal of attention by economists and public policy
analysts. Most of the discussion has taken place in terms of the Heckscher-Ohlin model
of international trade and its associated Stolper-Samuelson theorem, discussed in Chap-
ter 5. Reinert and Roland-Holst (1998) set out to address this issue in the context of the
North American Free Trade Agreement (NAFTA).

These researchers constructed a 26-sector model of the North American economy,
including Canada, the United States, and Mexico. They simulated the effects of expanding
trade that would take place under NAFTA on five labor categories: professional and
managerial, sales and clerical, agricultural, craft, and operators and laborers. In a number
of different simulations under different labor supply assumptions, they found that real
wages in the United States increased for all five types of workers. There was no downward
pressure on wages in the United States, even for blue collar workers.

As suggested by Ruffin (1999) in another study, and as discussed in Chapter 4, these
results reflect the presence of a great deal of intra-industry trade between the United
States and Mexico that their model captures. In most sectors, trade expands in both
directions between these two countries, something that is not possible in the strict
Heckscher-Ohlin framework of infer-industry trade.

In 2000, the North American Commission for Environmental Cooperation (CEC)
sponsored the First North American Symposium on Understanding the Linkages
between Trade and Environment. In one contribution to this symposium, Reinert and
Roland-Holst (2001) set out to assess the impacts of trade liberalization under NAFTA
on industrial pollution in Canada, the United States, and Mexico. They used the same
model of the North American economy described above, focusing on the manufacturing
sectors in the model and utilizing pollutant data from the Industrial Pollution Projection
System of the World Bank.

Reinert and Roland-Holst found that the most serious environmental consequences
of NAFTA occur in the base metals sector. In terms of magnitude, the greatest impacts are
in the United States and Canada, and this is the case for most of the pollutants considered.
As alleged in the debate over NAFTA and the environment mentioned previously, the
Mexican petroleum sector is a significant source of industrial pollution, particularly in
the case of air pollution. For specific pollutants in specific countries, the transportation
equipment sector and the chemicals sector are also important sources of industrial
pollution.

Modeling results such as the above alert policymakers to likely labor market and
pollution effects of PTAs and can be repeated for any new PTAs that come under
negotiation.

Sources: Reinert and Roland-Holst (1998), Reinert and Roland-Holst (2001), and Ruffin
(1999)

Truck transportation has been a sticking point in NAFTA. Full access to the U.S.

trucking market was to have been granted by 2000, and a NAFTA arbitration panel
ruled in Mexico’s favor on this in 2001. Even the U.S. Supreme Court weighed in on
the issue in favor of Mexico in 2004. But the U.S. Congress removed funding for even
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a successful pilot project in 2009, and Mexico consequently imposed retaliatory tariffs.
This issue was resolved in mid-2011. Another sticking point has been migration. Despite
hopes that NAFTA would decrease migration from Mexico to the United States, this has
not been the case.””> Hopes for development and environmental improvements along
the U.S.-Mexican border have also been disappointed due to the lack of funding for the
North American Development Bank.

MERCOSUR AND THE FTAA

A PTA among Argentina, Brazil, Paraguay, and Uruguay was launched in 1991 with the
Treaty of Asuncién, named after the capital city of Paraguay. This PTA, the Common
Market of the South, or Mercosur, took on Chile and Bolivia as associate members in
1996 and 1997, respectively. Peru, Colombia, and Ecuador became associate members
is 2003—-2004. Venezuela signed a membership agreement in 2006, but at the time of this
writing, finalization of this status is awaiting ratification in the Brazilian and Paraguayan
parliaments. The name Mercosur is somewhat misleading, because it suggests that the
PTA among the four core members is an actual common market with the free movement
of labor and physical capital (see Table 8.2). This is not the case, however. Mercosur
entered into force in 1995 as an FTA. A customs union was to be finalized by 2006. Free
movement of labor and physical capital is a long way off.?*

The formulation of Mercosur has had a positive impact on the amount of trade
among its four core members, and the technology profile of traded goods is higher
for trade within Mercosur than for trade between Mercosur and the rest of the world.
That said, however, intra-Mercosur trade is low by world standards. Mercosur has
also been troubled by two asymmetries. First, Argentina and Brazil dwarf Paraguay
and Uruguay in economic size. Consequently, the smaller members find themselves
somewhat sidelined from the core relationship between Argentina and Brazil. Second,
for a number of years, there was a fundamental macroeconomic asymmetry between
Argentina and Brazil. After its crisis of 1998, the Brazilian real became a freely floating
currency, whereas until its crisis in 2002, the Argentine peso was rigidly pegged to the
U.S. dollar under a currency board arrangement (see Chapter 16). These asymmetries
caused a great deal of friction between Argentina and Brazil and complicated the
functioning of Mercosur.”®

The institutions of Mercosur have been described by a number of researchers as
being “wide” but not “deep.” These include a Council providing political leadership,
an executive Common Market Group, a Commerce Commission, a Joint Parliamen-
tary Commission, and a Secretariat in Montevideo, Uruguay. There have also been
allegations that the PTA has become “politicized.” This is largely due to the 2006
Coérdoba Meeting in which Venezuelan president Hugo Chavez played a significant
role, denouncing the United States and “neoliberalism.” Despite all of these difficulties

23 See Martin (2005). Of the approximately 8 million Mexican workers in the United States, approximately 6
million are illegal. We take up migration issues in Chapter 12.

24 Politically, Mercosur is indeed an achievement. Its two main members, Brazil and Argentina, were estranged
rivals as recently as the mid 1980s. Consider Reid (2002): “Until 1985, apart from a couple of border encounters,
only three Brazilian presidents had ever visited Argentina, and only two Argentine rulers had made the trip
the other way. The two countries’ railway networks had been built to different gauges. As recently as the 1970s,
Argentina and Brazil were engaged in a nuclear arms race” (p. 4).

25 More recently, a conflict began in 2006 between Argentina and Uruguay over the issue of Uruguay’s intent
to site paper mills on the Uruguay River between the two countries. Despite adjudication of this issue by the
International Court of Justice in the Hague in 2007, this issue remains unresolved.
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and limitations, however, the achievements of Mercosur have been significant, and it
could continue to play an important role in Latin America.

At the end of 1994, the governments of 34 countries in the Western Hemisphere met
at the First Summit of the Americas. They agreed to pursue a Free Trade Area of the
Americas (FTAA) with the goal of concluding such an agreement by 2005. Negotiations
concerning the FTAA were launched at the Second Summit of the Americas in 1998.
Nine negotiating groups were formed in the following areas: (1) Market Access, (2)
Investment, (3) Services, (4) Government Procurement, (5) Dispute Settlement, (6)
Agriculture, (7) Intellectual Property Rights, (8) Subsidies, Antidumping, and Coun-
tervailing Duties, and (9) Competition Policy. Draft agreements in each of these areas
were concluded in 2001 and 2002. If it had been successful, the FTAA would have
represented the largest free trade area in the world in terms of both market size and
territory.

Beginning in 2002, the United States began to implement increased protection of its
steel sector and increased subsidies for its agricultural sector. Within Latin America,
these measures were seen as unfortunate and called into question the spirit of the
FTAA process. The Brazilian government was particularly concerned about U.S. steel
protection. Having at one time attempted to move up the FTAA negotiations deadline to
the end of 2003, the United States eventually agreed to keep the original 2005 deadline.
This deadline, though, was missed.

The 2004 Summit of the Americas, taking place in Monterrey, Mexico, proved unable
to solve remaining issues. The most significant disagreement was between the United
States and Brazil. The United States had insisted that issues related to agricultural
subsidies and antidumping measures be excluded from the FTAA negotiations, to be
pursued only in the ongoing multilateral trade negotiations taking place as part of the
Doha Round. Brazil objected to these stipulations, as well as to the insistence of the
United States that the FTAA negotiations include issues of government procurement
and intellectual property.?® In the end, what emerged from the 2004 Summit of the
Americas was a far less ambitious “FTAA lite,” with offers by the United States to
pursue deeper agreements on a plurilateral basis with interested subsets of countries in
the Americas.

The Fifth Summit of the Americas took place in 2005 in Mar del Plata, Argentina.
It was hosted by President Néstor Kirchner, who formed an alliance with Venezuela’s
Hugo Chavez. At this Summit, Mercosur members plus Venezuela blocked any further
FTAA progress. In its stead, Chavez pushed the Bolivarian Alternative for the Americas
(ALBA). With only Venezuela, Cuba, Bolivia, and Nicaragua as members, however, this
falls far short of regional integration in the Americas, which remains an unfulfilled goal.

ASEAN AND AFTA

PTAs have been proliferating in the Asia-Pacific region since the late 1990s. At the
center of this proliferation is the Association of Southeast Asian Nations (ASEAN).

26 Rivas-Campo and Juk Benke (2003) noted that: “Given the U.S. position. .. to encourage global instead of
regional liberalization in agriculture, Latin American countries have underlined the minimal gains that an
FTAA without agricultural liberalization would signify for developing and agriculture-dependent countries”
(p- 669) and “As long as the U.S. remains reluctant to eliminate agricultural subsidies, Latin American countries
may also be unwilling to favor substantial agricultural liberalization in the region” (p. 670).
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ASEAN was formed in 1967 and currently includes 10 countries: Brunei, Cambodia,
Indonesia, the Lao People’s Democratic Republic, Malaysia, Myanmar, the Philippines,
Singapore, Thailand, and Vietnam. Since the late 1970s, it has turned its attention
from political cooperation to economic integration.”” In 1992, the first six members
of ASEAN (ASEAN-6) formed the ASEAN Free Trade Area (AFTA), but this PTA now
includes all 10 members, although the ASEAN-4 (Cambodia, Lao PDR, Myanmar, and
Vietnam) are not expected to be fully integrated until 2012.

The AFTA is an attempt to reduce intra-PTA tariffs and nontariff measures. This is
done using what AFTA terms the Common Effective Preferential Tariff (CEPT). The
CEPT is a means through which AFTA is in the process of reducing all intra-PTA tariffs
to the 0-5 percent ad valorem range. ROOs are of course utilized to determine ASEAN
origination. Efforts are underway to liberalize investment within ASEAN as well.

ASEAN is linking its AFTA to other countries in the region through a number
of initiatives. For example, in the wake of the Asian financial crisis of 1997, ASEAN
formed a relationship with the East Asian countries China, Japan, and South Korea.
This has become known as the ASEAN+-3. ASEAN+-3 initially focused on financial
issues, but there has been talk of this regional partnership evolving into a PTA. This
was overshadowed by a number of “ASEAN+1" agreements, including ASEAN-China
(2002), ASEAN-Japan (2002), ASEAN-India (2002), and ASEAN-Republic of Korea
(2009). In 2009, there was also concluded an ASEAN-Australia-New Zealand Free
Trade Area or (AANZFTA).?8

One interesting and oft-noted fact characterizing AFTA is that its major trading
partners are outside of ASEAN. Cabalu and Alfonso (2007) attribute this to helping
suppress trade diversion effects. Indeed, they note that ASEAN’s trade with the rest of
the world grew by nearly 7 percent annually in real (inflation-adjusted) terms between
1980 and 2005. Cabalu and Alfonso examined the trade patterns of the ASEAN-6 and
found significant trade creation in basic industrial goods. They note that this is “in
keeping with AFTA’s goal of turning the region into a single production base” (p. 15).

REGIONALISM AND MULTILATERALISM

Due to their discriminatory nature, the presence of PTAs in the world trading system sits
uneasily with principles of multilateralism. As we stated in the introduction, regionalism
and multilateralism represent two alternative trade policy options available to the
countries of the world. In the 1950s and 1960s, there had been what is now called the
“first wave” of PTAs in the developing world, particularly in Latin America. This was
often in conjunction with protectionist policies against the rest of the world, particularly
in Latin America.”’ For example, there had been an ill-fated Central American Common
Market (CACM) launched at the end of the 1960s. Beginning in the 1980s, there began
what is now called the “second wave” of PTAs, during which their numbers began to
increase substantially. The question on many observers’ minds is whether this second
wave of PTAs complements the multilateral framework or works at cross-purposes
to it.

27 See Feridhanusetyawan (2005) and Tongzon (2009).
28 These dates refer to the first official statements of intent, not of implementation.
2 In the Latin American case, see Chapter 9 of Bulmer-Thomas (2003).
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The (lengthy) policy discussion on the role of second-wave PTAs in the world trading
system often addresses whether they are more appropriately described as “building
blocks” or “stumbling blocks” to multilateral trade liberalization.*® As building blocks,
PTAs could evolve as ever-expanding systems that bring more and more countries into
postures of trade liberalization. For example, Baldwin (2006) envisioned PTAs evolving
into a form of “multilateralized regionalism.” As stumbling blocks, PTA negotiations
(and there are a lot of them) can take energy and focus away from multilateral trade
negotiations. As Bhagwati (1993) stated many years ago, “the taking to two roads can
affect adversely the travel down one” (p. 30).

There is also concern with regard to the overlapping and complex nature of PTAs
and their ROOs. This has taken the form of what Bhagwati (1993) famously termed the
“spaghetti bowl” of PTAs (sometimes called a “noodle bowl” in Asia). On this point,
Bhagwati, Greenaway, and Panagariya (1998) warned of a movement toward “numer-
ous and crisscrossing (PTAs) and innumerable applicable tariff rates depending on
arbitrarily-determined and often a multiplicity of sources of origin” (p. 1139). Take, for
example, the case of Mexico. As discussed previously, Mexico is a member of NAFTA,
but it also is (at the time of this writing) a member of the following PTAs: Mexico-
Chile, Mexico-Costa Rica, Mexico-EU, Mexico-European Free Trade Area, Mexico-
Guatemala, Mexico-Honduras, Mexico-Israel, Mexico-Japan, and Mexico-Nicaragua.
Mexico is connected to the United States via NAFTA, and the Central American coun-
tries in this list are connected to the United States via the Central American Free Trade
Agreement. Simplicity this is not.

More positively, the perspective of international political economy suggests that
trading blocs and customs unions (and their increased levels of trade and FDI) can have
a role in reducing international conflict, including military conflict, a clear benefit.*!
There are also repeated calls for attempts to better leverage PTAs as building blocks to
strengthened multilateralism on the grounds that trading blocs and customs unions
are “here to stay.” Economists, social scientists, and policymakers will no doubt debate
these issues for some time to come. What is clear, however, is that proper oversight
of these arrangements at the level of the WTO is a necessary condition for a positive
relationship between PTAs and the multilateral trading system. As discussed previously,
however, this oversight is missing.

The WTO could go further and tighten its requirements on the external protection
of FTAs and CUs. To understand why this could be important, take a new look at the
trade-diverting PTA between Brazil and Argentina as depicted in Figure 8.2. Suppose
that the tariff on imports from El Salvador had been eliminated, along with the tariff
on imports from Argentina. If this were the case, Brazil would continue to import
from El Salvador, there would be no trade diversion, and welfare would unambiguously
increase. This fact has led some analysts to argue that external tariffs ought to be reduced
in a CU or FTA in order to mitigate against trade diversion. Analysts similarly call for
common external tariffs in CUs to be set to the lowest of the pre-CU tariffs of the
members.*?

These considerations indicate that it is possible to lessen the tensions between region-
alism and multilateralism. It is probably not possible to eliminate these tensions entirely.

30 This terminology was first introduced by Bhagwati (1993).
31 See, for example, Mansfield and Pevehouse (2000).
32 See McMillan (1993), Bhagwati (1993), and Serra et al. (1997).
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As stated at the beginning of this chapter, “when multilateralism falters, regionalism
picks up the pace.” It is the responsibility of all WTO members, but especially the larger
WTO members, to ensure that multilateralism does not falter. Without this commit-

ment to multilateralism, no amount of tinkering with WTO provisions on PTAs will
help.

“New"” or “Open” Regionalism

In the debate of the relationship between PTAs and multilateralism, you will some-
times come across the terms new regionalism and open regionalism. It was Ethier (1998,
2001) who first made a case for what he termed new regionalism. In his view, this new
regionalism was distinct from the “old regionalism” of the 1950s and 1960s in both its
environment and its content. Countries were engaging in PTAs while also committing to
multilateral trade liberalization, with the membership of the WTO expanding steadily.
Many PTAs also involve the liberalization of FDI (and harmonization of other policies)
along with trade liberalization.

According to Ethier, “the new regionalism reflects the success of multilateralism — not
its failure.” Why? Small countries use PTAs as a means to secure the FDI inflows that
make sustained trade liberalization possible. These FDI inflows are necessary to provide
visible benefits to citizens that offset losses associated with trade liberalization. Note that
our discussion of trade diversion and trade creation in Figures 8.1 and 8.2 said nothing
about FDI flows. When it comes to the political economy of trade liberalization, these
FDI flows can be important in maintaining political support for the multilateral trading
system.

Sources: Ethier (1998, 2001)

CONCLUSION

The GATT and WTO have allowed for exceptions to the basic nondiscrimination
principle in the case of four avenues to PTAs: FTAs, CUs, enabling clause arrangements,
and GATS arrangements. These and other PTAs have been part of the world trading
system for decades, and all evidence points to their continued presence. The evolution
of PTAs in Europe, the Americas, and Asia are some prominent examples. PTAs may
improve or worsen welfare depending on the balance between their trade creation and
trade diversion effects. Trade policy faces the significant challenge of incorporating the
preferential predilections of the WTO’s member countries into a general multilateral
evolution of world trade. This challenge can only be met by WTO oversight of active
PTAs. Unfortunately, this important ingredient is missing.

REVIEW EXERCISES

1. What distinguishes a customs union from a free trade area? What distinguishes
a common market from a customs union?

2. What is the difference between trade creation and trade diversion? Can you
provide an example of each?

3. Do you support regionalism and PTAs as a legitimate trade policy option? Why
or why not?
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4. 'We mentioned earlier that the size of Brazil’s tariff against El Salvador affects the
amount of trade diversion that occurs in a PTA. Use a version of Figure 8.2 to
demonstrate that the lower T'is against El Salvador, the more likely it is that the
PTA will improve welfare. Show that if the T on imports from El Salvador were
eliminated, the PTA would unambiguously improve welfare.

5. Pay a visit to the WTO’s website on regionalism. From www.wto.org, follow
the link to “Trade Issues” and, from there, to “Regionalism.” Spend some time
perusing the WTO’s materials on this issue.

FURTHER READING AND WEB RESOURCES

An early and important analysis of PTAs can be found in de Melo and Panagariya
(1993a, 1993b). A more recent source on regional integration more broadly and its
links to development is Schiff and Winters (2003). For a view from the perspective of
the WTO, see Crawford and Fiorentino (2005). An important overview of the European
Union can be found in Dinan (2010). For NAFTA, see Hufbauer and Schott (2005). For
a critical review of Mercosur, see Malamud (2005). For a concise introduction to the
FTAA, see Feinberg (2009). Readers who want to delve deeper into issues of the role of
ASEAN and AFTA in Asian PTAs can consult Francois and Wignaraja (2008).

The WTO maintains a Regional Trade Agreements Information System (RTA-IS). To
access this, go to www.wto.org and select: Trade Topics = Regional Trade Agreements
= RTA Database. The European Union’s website can be found at europa.eu. The NAFTA
Secretariat’s home page is www.nafta-sec-alena.org. The official Mercosur website is at
www.mercosur.int, and the FTAA website is at www.alca-ftaa.org. Finally, the ASEAN
Free Trade Area website is at www.aseansec.org.

APPENDIX: RULES OF THUMB IN EVALUATING PTAS

Despite the importance of multilateral trade negotiations, preferential trade agreements
(PTAs) have been of growing importance in the world trading system. As shown in
this chapter, the welfare effects of PTAs involve a degree of ambiguity. Consequently,
trade policy analysts have turned to mathematical models known as applied general
equilibrium (AGE) models to investigate the economic effects, including welfare effects,
of this increasingly important component of the world economy.*?

A large and increasing number of PTAs have been analyzed using the AGE method-
ology, and researchers Harrison, Rutherford, and Tarr (2003) identified a number of
empirical regularities deriving from their simulations of PTAs in Chile, Brazil, Morocco,
Tunisia, Turkey, Iran, and Kyrgyzstan. They refer to these empirical regularities as “rules
of thumb” for evaluating PTAs. A few of these are as follows:

1. Countries excluded from a PTA almost always lose.

2. Market access is a key determinant of the net benefits of a PTA.

3. Lowering external tariffs against nonmembers of a PTA improves their desirabil-
ity from a welfare standpoint.

4. Multilateral trade liberalization results in significantly larger gains to the world
than a network of PTAs.

33 On AGE models in general, see Reinert (2009). We mentioned the GTAP AGE model in Chapter 6.
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5. For some countries, “additive PTAs” can be more beneficial than unilateral trade
liberalization due to the market access gains involved in the former.

6. For developing countries, “North-South” PTAs can offer beneficial increases in
competition in their home markets.

These are the sorts of insights available from AGE models of PTAs. For further
examples of AGE modeling applied to PTAs, see Reinert and Roland-Holst (1998) and
Francois and Wignaraja (2008).
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In Chapter 3, we discussed the motorcycle market in Vietnam. We saw that the consid-
erations of comparative advantage suggested that Japan would export motorcycles to
the Vietnamese market while importing rice. Indeed, beginning in the 1990s, exports
of Japanese motorcycles to Vietnam began to increase significantly. The companies
involved were Honda, Suzuki, and Yamaha, but the favorite motorcycle in Vietnam was
Honda. Indeed, Tiep (2007) noted that “For a long period of time, Honda had become a
common name for every motorcycle. Whenever someone saw a motorcycle, he called it
‘Honda’” (p. 302). However, in 1997, Honda began to produce motorcycles in Vietnam
itself. This is not a possibility that we considered in Chapter 3. In that chapter, we
implicitly assumed that there was only one means by which Japanese motorcycle man-
ufacturers could serve the Vietnamese market, namely exporting. In practice, however,
other means are available. As we begin to examine these other means, we move from
the exclusive realm of trade to that of international production, the subject of Part II
of this book.

Asyou will learn in this chapter, exports are one possible choice in a menu of options
by which a firm can serve a foreign market. Another broad option is foreign direct
investment (FDI). FDI involves the holding of at least 10 percent of the shares in a
foreign productive enterprise, considered to be a threshold indicating management
influence. A third broad option is contracting a foreign firm to carry out production
in that country. Our first task in this chapter is to evaluate the three types of foreign
market entry: exporting, contracting, and FDI. Our second task is to identify a set
of motivations for international production. Our third task is to consider the entry
mode choice decision. Finally, we provide a brief, historical overview of multinational
enterprises (MNEs) and international production. This set of topics will give you the
necessary background for the more detailed considerations of Chapters 10, 11, and 22.!
An appendix to the chapter explicitly relates FDI to the comparative advantage model
of Chapter 3.

Analytical elements for this chapter:

Countries, sectors, tasks, firms, and factors of production.

FOREIGN MARKET ENTRY

In Chapter 1, we saw that trade and foreign direct investment (FDI) were two of the
main types of international economic activity. As we will see, trade and FDI are two
generic parts of a menu of ways in which a firm in one country can interact with
the world economy. This menu of options is presented in Table 9.1 and concerns the
process of foreign market entry. Foreign market entry takes a close look at a firm’s
decision-making process with regard to how it is going to supply a foreign market. As
indicated in Table 9.1, there are three broad categories of entry: exporting, contractual,
and investment.

We begin considering a purely domestic, home-country firm. The entire sales of this
firm are within its home-country base. At some point, it might begin to considering
selling its output in foreign markets. How might it do this? One possible way of

! Chapter 22 on international economic development, in Part IV of the book, takes up a set of policy issues that
arise when developing countries play host to MNEs.
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Table 9.1. The foreign market entry menu
Category Mode Characteristics
Domestic None The home-country firm is a purely domestic firm relying solely
on its home market for sales.
Indirect Exporting The home-country firm relies on another firm known as a

sales agent or trading company to complete the export
transaction.
Direct Exporting The home-country firm takes on the export transaction itself.

Contractual Licensing The home-country firm licenses a foreign firm to allow it to

use the home-country firm’s production process (including
logos, trademarks, designs, and branding) in the foreign
country.

Contractual Franchising The home-country firm licenses a foreign firm to allow it to

use the home-country firm’s production process in the
foreign country but exerts more control over production
and marketing to ensure consistency across foreign
markets. The home-country firm also provides assistance to
the foreign firm to ensure this consistency.

Contractual Subcontracting The home-country firm contracts with a foreign firm to

produce a product to certain specifications (materials,
processes, and quality). Also known as outsourcing and
contract manufacturing.

Investment Joint Venture (JV) The home-country firm establishes a separate firm in the
foreign country that is jointly owned with a foreign-country
firm.

Investment Mergers and Acquisitions The home-country firm buys part (merger) or all (acquisition)

(M&As) of the shares of an already existing production facility in

the foreign country.

Investment Greenfield Investment The home-country firm establishes a brand-new production

facility in the foreign country that it fully owns.

Source: Based on Root (1998) and Hill (2009)

entering foreign markets is via exporting. This might seem to be a simple decision, but
as Bernard et al. (2007) emphasize, the extra costs of exporting to foreign markets can
confine exporting activity to a relatively small set of firms. For example, they estimate
that just 4 percent of firms based in the United States engage in exports. Even within the
tradable industries of the United States, only 15 percent of firms export. So the decision
to export is not as casual as we might first assume.

Exporting

How can the home-country firm begin its exporting activity? As suggested in Table 9.1,
there are two basic approaches. If the firm has little experience with and knowledge of
international trade, it might first enter foreign markets in an indirect exporting mode.
Here it relies on another firm known as a sales agent or trading company to complete the
export transaction.? This indirect mode of exporting can give the firm some experience
with foreign market entry even if it is indirect experience. Alternatively, given this

2 Hill (2009) noted that “Today’s trading companies provide market contacts, trade expertise, commercial financ-
ing, foreign distribution, and quality control for traded goods. They vary considerably in size and in sophistica-
tion from small, independent operations (such as the Export Management and Export Trading Companies in
the United States) to Japan’s large sogo shosha, or general trading companies (GTCs)” (p. 403). For a historical
view of the sogo shosha, see Yoshino and Lifson (1986).
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experience, it can begin to make a commitment to a direct exporting mode. In this
case, the firm undertakes the export transaction itself rather than relying on another
specialized firm. In this case, the firm takes on the research, marketing, finance, and
logistics requirements of the trade transaction. Despite these extra costs, there might be
offsetting advantage in being able to develop and manage its own foreign market entry
strategy.

Contractual

For a number of reasons, it is possible that our firm might grow dissatisfied with
the exporting mode and begin to wish to actually produce abroad. As we mentioned
previously, this was the case for Honda in Vietnam. The firm might be motivated by
the perceived need to engage in some final product finishing, service, or sales to address
local demand conditions in an export market. Or it might simply need to engage in
some trade-related services itself in that country.> However, lack of experience in global
production might make it wary of carrying out production itself in the foreign market.
This would lead the firm to the contractual modes of foreign market entry listed in
Table 9.1. The key characteristic of contractual entry modes is that, although they are
one important mode of international production, the relationships involved are arm’s
length, market-based relationships, not ones of ownership

We can distinguish among at least three types of contractual foreign market entry.
These are licensing, franchising, and subcontracting. In the licensing case, the home-
country firm sells a license to a foreign firm to allow it to use the home-country
firm’s production process. This could include use of logos, trademarks, designs, and
branding. In return, the foreign firm would pay royalties to the home-country firm
for the license rights. In some cases, technology features prominently in decisions with
regard to licensing. This is because, given the nature of the firm, the resulting licensing
agreement is largely about licensed technology. This puts the firm in the realm of what
is known as technology licensing agreements on which a great deal of research has taken
place. The key issue with technology licensing agreements is that there is always a danger
that the home-country firm could lose aspects of the licensed technology to the foreign
firm. We will return to this issue below.*

In the franchising type of contractual foreign market entry, the home-country firm
licenses a foreign firm to allow it to use the home-country firm’s production process in
the foreign country but exerts more control over production and marketing to ensure
consistency across foreign markets. The home-country firm also provides assistance to
the foreign firm to ensure this consistency. Franchising arrangements are more common
in service and retail firms than in manufacturing, and we are usually most familiar with
this type of mode through international hotel and fast food chains.

The third type of contractual foreign market entry is subcontracting, but it is also
known as foreign outsourcing and contract manufacturing.” Here the home-country

3 As Dunning and Lundan (2008) stated, “where a market has to be created for a product, where the product
needs to be adapted to the requirements of the local buyers, where multiple products are being marketed and
there are net benefits to coordinating the sales of these products, or where an efficient after-sales usage, repair
and maintenance service is a key ingredient of the product’s appeal, a firm may decide that the risk that a
foreign sales agent will not adequately meet its needs is likely to outweigh any setting up cost of marketing and
distributing facilities from the start” (p. 217).

4 For a thorough review of technology licensing issues, see chapter 7 of Caves (2007).

3 There is an important point here with regard to terminology. Offshoring refers to moving production to a
foreign country but retaining ownership and therefore belongs in the investment mode. Outsourcing or foreign
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firm contracts with a foreign firm to produce a product to certain specifications (mate-
rials, processes, and quality). This form of international production, while not new, has
become increasingly important over time. Indeed, it is so significant in some sectors
(e.g., clothing and electronics), that there are now contract manufacturing organiza-
tions (CMOs) that have evolved to facilitate the activity.

Investment

Contracting is not the only way to produce abroad. The home-country firm can also
engage in foreign direct investment (FDI). As listed in Table 9.1, there are three modes
of FDI to consider. These are joint venture (JV), mergers and acquisitions (M&As), and
greenfield investment. In a JV, the home-country firm establishes a separate firm in the
foreign country that is jointly owned with a foreign-country firm. Sometimes a JV is
required by a foreign host country, whereas in other instances, a home-country firm
will enter into a JV willingly in order to tap into local assets of the foreign partner.
These local assets might include local market knowledge, existing production facilities,
and knowledge of the local regulatory environment. A classic case of a JV and its foibles
in the form of “Beijing Jeep” is discussed in the accompanying box.

Beijing Jeep

In 1983, the American Motors Corporation (AMC) formed a joint venture with the
Beijing Auto Works (BAW) to build a Chinese version of the Jeep. The joint venture was
called the Beijing Jeep Company, Ltd., and it involved both AMC and BAW owning large
shares of the company’s equity. The negotiations leading up to the joint venture took
years to complete, but the resulting agreement was “the first major manufacturing joint
venture set up after China opened its doors to foreign investment” (Mann, 1997, p. 25).
The most important consideration on the part of AMC in entering into the joint venture
was the large and growing market for automobiles in China. As Mann explained, “even
those companies hoping to cut their production costs by manufacturing in China. . . were
interested mainly because of the possibility of selling their output there. You could find
cheap labor elsewhere in the world, but you couldn’t find a billion consumers anywhere
else” (p. 53).

The Chinese have a saying, tong chuang yi meng. It means “same bed, different
dreams.” There was a large measure of this in the AMC/BAW relationship. Cultural con-
flict, financial difficulties, and opposing business interests plagued the operation from the
start. To the disappointment of the Chinese, the Beijing Jeep Company actually did not
make a Chinese version of the Jeep. Instead, it assembled American Jeep Cherokees from
imported Kkits. To the disappointment of the Americans, finding the foreign exchange
(US dollars) to pay for these kits was a serious problem. The Americans thought the Chi-
nese workers were lazy; the Chinese had great difficulty respecting American executives
who used foul language.

The Beijing Jeep Company is still operating, and its factory has been modernized.
Chrysler bought AMC in 1987. In 1995, two decades after the start of the joint venture, a
Chrysler executive commented: “Our Beijing Jeep is starting to be a halfway decent little
company, but there are going to be lots of ups and down in China.” Many different firms
who have invested in China would probably have concurred with that last observation.

outsourcing refers to moving production to a foreign country but relinquishing ownership through a contractual
relationship and therefore belongs in the contract mode. See Feenstra and Jensen (2009).
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As of 2005, the firm became known as the Beijing Benz-DaimlerChrysler Automotive
Company. Business Week commented in 2007 on this new company, saying “It’s been a
long road for Chrysler in China, and an equally challenging path lies before the company.
But after years of wandering aimlessly in the Middle Kingdom, we can say the company
has finally chosen a new direction and is moving with a renewed sense of purpose.”
Despite that upbeat assessment, Chrysler and Daimler Benz parted ways in 2007, and
Chrysler is in the process of merging with Fiat. We will see what role Beijing Jeep plays
in the emerging Fiat-Chrysler corporate strategy.

Sources: Mann (1997) and Dunne (2007)

The second way of engaging in FDI is through M&As. Here the home-country firm buys
part (merger) or all (acquisition) of the shares of an already existing production facility
in the foreign country. As has been pointed out by many observers, M&A activity is the
most prominent type of investment mode for foreign market entry. That is, M&As are
the most common means of FDI.® For example, Dicken (2007) stated that the M&A
vehicle “offers the attraction of an already functioning business compared with the
more difficult, and possibly more risky, method of starting a firm from scratch in an
unfamiliar environment” (p. 116). Interestingly, however, cross-border M&A activity
is somewhat volatile and characterized by waves, such as occurred in the late 1990s.

The third means of engaging in FDI is through greenfield investment, or starting
a subsidiary from scratch. Here the home-country firm establishes a brand-new pro-
duction facility in the foreign country that it fully owns. This is clearly the investment
option that requires the most commitment on part of the home-country firm but one
that offers this firm the most control over the foreign-based production facility.

In the case of Honda in Vietnam, it hoped to move from a direct exporting mode
of foreign market entry to a greenfield investment mode with a wholly owned factory.
However, the Vietnamese government prevented Honda from pursuing this strategy
and required that it enter the market as a JV with a Vietnamese firm. As a result,
Honda Vietnam is only 70 percent owned by Honda. The Vietnam Engine and Agri-
cultural Machinery Corporation (VEAM) owns the remaining 30 percent. This JV was
established in 1997 outside of Hanoi producing the Super Dream motorcycle. It began
producing the Future motorcycle in 1999 and the Wave Alpha motorcycle in 2001. In
2008, Honda Vietnam opened a second factory as well.

An important insight to be gained from Table 9.1 is that achieving market entry
involves the firm incurring various sorts of costs. This insight is largely left out of the
trade framework of Part I of this book. It is partly for this reason that the field of
international production is often cast in terms of what are known as transactions costs.
This perspective emphasizes the empirical reality that foreign market entry is not free.”

MOTIVATIONS FOR INTERNATIONAL PRODUCTION

Now that we have a sense of the means by which firms engage in international pro-
duction, the next step is to say something about the motivations for these activities.

© As a rule of thumb, we can say that approximately three-fourths of FDI is of the M&A form.
7 See, for example, Zhao, Luo, and Suh (2004).
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Two central motivations that have emerged from international business research are
resource seeking and market seeking. We consider each in turn.

A primary motivation for international production is resource seeking. Here, the
home-country firm is trying to gain access to certain resources in a foreign country.
The resources involved could be natural resources such as minerals or timber, as well as
human resources such as inexpensive or specially trained labor. Despite the continued
relevance of resource-seeking as a motivation for international production, the gradual
shift over time away from resource seeking international production is one of the most
important aspects of the history of MNEs. In the current era, therefore, use of a simple
mental model in which MNEs locate production solely based on wage considerations is
incomplete. For example, the province of Ontario, Canada, has been a destination of a
great deal of foreign investment, and this province has wage rates and benefits packages
that exceed even those of the United States.

A second, growing reason for international production is market seeking. A number
of considerations can be active here. First, international production might be necessary
to adopt and tailor products to local needs. Second, international production might be
required to effectively deliver a product, as is the case for many financial services. Third,
international production might be required for a firm supplying intermediate products
to another firm opening up operations in a foreign country. For example, Japanese
auto parts firms often follow Japanese auto companies to Europe and the United States.
Finally, firms may simply locate where they expect demand to grow in the future. This
certainly has been the case in China where, despite losses, many foreign firms maintain
at least small operations. Why? A deputy chairman of a Malaysian conglomerate stated,
“You cannot not be there” (The Economist, 1997). The reason for this statement was
the anticipated growth of the market.®

Along with the two central motivations for international production of resource
seeking and market seeking, there are two subsidiary motivations identified by Dunning
and Lundan (2008). One of these is efficiency seeking. As expressed by these authors,
the concern here “is to rationalize the structure of established resource-based or market-
seeking investment in such a way that the investing company can gain from the common
governance of geographically dispersed activities” (p. 72). These efficiencies may stem
from economies of scale, economies of scope, and a concept we discuss in the next
chapter called firm-level economies. The efficiency-seeking motivation is most important
for large, mature MNEs with a great deal of international experience.

The next subsidiary motivation is strategic asset seeking. This motivation can be
quite important for M&As in the current era but can also be difficult to comprehend.
Strategic asset-seeking behavior tends to be part of the strategic game among com-
petitors in oligopolistic sectors. Dunning and Lundan (2008) described a number of
illustrative alternatives:

One company may acquire or engage in a collaborative alliance with another to
thwart a competitor from so doing. Another might merge with one of its foreign
rivals to strengthen their joint capabilities vis a vis a more powerful rival. A third
might acquire a group of suppliers to corner the market for a particular raw material.
A fourth might seek to gain access over distribution outlets to better promote its own

8 With the perspective of more than another decade’s experience, it is clear that the lure of the Chinese market
has disappointed many firms. See The Economist (2009), which noted that “Corruption, protectionism and red
tape hamper foreigners in all fields” (p. 73).
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brand of products. A fifth might buy out a firm producing a complementary range
of goods or services so it can offer its customers a more diversified range of products.
A sixth might join forces with a local firm in the belief that it is in a better position
to secure contracts from the host government, which are denied to its exporting
competitors. (p. 73)

To take one example, some time ago the U.S.-based MNE Kodak established a film
sales affiliate in Japan called Nagase. The purpose of Nagase was not limited to the
market-seeking motivation. A further motivation was to attack the profit sanctuary
of the Japanese film company Fujifilm. As alleged by a Kodak executive, “While Fuji
competes with Kodak on a global basis, it makes virtually all of its profits in Japan,
using those proceeds to finance low-price sales outside Japan” (Baron, 1997, p. 151).
For Kodak, Nagase was a strategic asset.’

ENTRY MODE CHOICE

As we have seen in the preceding discussion, Table 9.1 identifies exporting, contractual,
and investment as three categories of foreign market entry mode choice. What prompts
a firm to choose one category over another? It turns out that the answer to this question
is not as straightforward as we might like it to be. Both international economists and
international business researchers would like to be able to effectively capture all of the
relevant factors affecting firms’ foreign market entry decision-making process. That
is, they would like to accurately explain and predict firms’ choices among the entry
possibilities of Table 9.1. As it turns out, however, a fully satisfying explanation of this
process has proved to be elusive. Instead, we have to make do with a set of possible
explanations, each with its own relevance.

From a purely economic point of view, we can begin with the observation that a firm
will chose the entry mode that will provide it with the greatest risk-adjusted or expected
return on the entry investment.'” Although this statement in itself is accurate, it is not
entirely helpful because it does not specify the types or magnitudes of risks involved
nor how returns would differ among the mode choices. Consequently, we need to take
a slightly more applied approach, and there are a few of these we can consider.

The firstapproach to foreign market entry can be called the sequential approach.'! The
focus in the sequential approach is on the home-country firm’s learning process. The
foreign market and the entry process itself are largely unknown to the purely domestic
home-country firm at the top of Table 9.1. This firm develops its understanding of
the environment and process by slowly moving down Table 9.1 in a sequential or
evolutionary process from indirect exporting to greenfield FDI. This approach makes
some sense and captures some important features of the firm’s decision-making process:
learning is indeed important. Its limitation is that not all firms abide by it! Instead, they
sometimes jump into foreign environments farther down Table 9.1 rather than moving
sequentially.'?

9 Along with explaining some types of FDI, strategic asset-seeking behavior also helps to explain a number of
non-FDI activities of MNEs, especially strategic alliances, which do not involve the exchange of equity. For more
information on strategic alliances, see chapter 9 of John et al. (1997) and chapter 10 of Hill (2009).

10 We will make a similar statement about the purely economic point of view on the migration decision in
Chapter 12.

1 Tt is also sometimes called the evolutionary approach.

12 For example, Fima and Rugman (1996) examined the Upjohn pharmaceuticals company and found that
“Upjohn (used) multiple entry modes at the same time. This (provided) flexibility in an industry which is very
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Table 9.2. Factors influencing choice of foreign market entry mode

Degree of Level of resource Degree of
Mode control commitment dissemination risk
Trade Low Low Low
Contractual Low Low High
Investment — Joint Venture Medium Medium Medium
Investment — M&A or greenfield High High Low

Source: Adapted from Hill, Hwang, and Kim (1990)

Why might that be so? An answer can be found in a second approach to foreign
market entry that can be called the firm-specific asset approach. The term firm-specific
assets refers to tangible and intangible resources that the firm owns and that contribute
to its competitiveness over time. It might be a patent on particular technology, or it
might be a corporate product brand. It could even be some aspect of corporate culture
that allows a firm to be more productive. Whatever the asset’s form, its presence is the
result of the firm incurring costs to acquire it, and it provides the firm with value in
enhancing its competitiveness.

It is worth noting that, among all the different types of firm-specific assets that
can exist, knowledge capital can play a particularly important role. Of course some
knowledge is also embedded in individuals rather than firms in the form of human
capital, but a lot of knowledge is also embedded in firms themselves in the form of
knowledge capital or intellectual capital. Indeed, one of the well-known models of FDI
behavior is known as the knowledge capital model.'*> The presence of knowledge capital as
an important firm-specific asset leads to the issue of dissemination risk. Dissemination
risk refers to the possibility of a foreign firm obtaining knowledge capital of the home-
country firm and exploiting it for its own commercial advantage. This risk is especially
prevalent in the licensing mode of entry.!*

Given the possibility of dissemination risk for knowledge-intensive firms, FDI can
be a favored means of entry. However, it also requires a greater degree of resource
commitment on the part of the home-country firms. The way in which issues of control,
resource commitment, and dissemination risk affect the choice of foreign market entry
mode can be appreciated using Table 9.2. Suppose a firm’s most important concern
was the degree of control over the production and marketing process. This would draw
the firm toward an investment mode of foreign market entry based on a subsidiary
obtained either through M&A or greenfield investment. Alternatively, if a firm were
concerned only with limiting resource commitment to low levels, it would consider
either trade or contractual modes of foreign market entry. Finally, if a firm were solely
concerned with maintaining a low degree of dissemination risk, then either trade or
investment via a subsidiary would be the preferred mode of entry. In most instances,
firms have more than one primary concern, so the entry strategy is less than clear-cut.

Due to the role of dissemination risk in pushing firms toward adopting FDI as
a market entry process, a robust correlation between knowledge intensity and FDI

dependent on political factors and is often dictated to by changes in host-government regulations” (p. 211).
Some firms also emerge with an international scope right from the beginning. On this phenomenon of being
“born global,” see Gabrielsson et al. (2008).

13 For an accessible review, see Urban (2009).

14 For example, Hill, Hwang, and Kim (1990) stated that: “Unfortunately, if a (firm) grants a license to a foreign
enterprise to use firm-specific know-how to manufacture or market a product, it runs the risk of the licensee, or
an employee of the licensee, disseminating that know-how, or using it for purposes other than those originally
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emerges. In fact, one of the most common predictors of FDI in any particular sector is its
research and development (R&D) spending. Recall from Chapter 1 that MNEs account
for approximately three-fourths of worldwide civilian R&D. This is not by chance.
Indeed, as has been emphasized by Caves (2007), the relationship between MNEs and
knowledge intensity is two-way. MNEs are most likely to form in knowledge-intensive
sectors, but once they do form, the network of subsidiaries in different countries
helps the MNE to absorb and deploy new ideas more effectively than domestic firms.
Consequently, MNEs find themselves at the center of global innovation.

THE RISE OF MULTINATIONAL ENTERPRISES
AND INTERNATIONAL PRODUCTION

How have the preceding considerations played out historically? Early MNEs were part
and parcel of the colonization efforts of the European powers during the sixteenth
and seventeenth centuries. These included state-supported trading companies such as
the British East India Company, the Dutch East India Company, and the Royal African
Company. This period is often known as the age of merchant capitalism, and this name
is a reflection of the international activities of these trading companies. With the advent
of the industrial revolution in the nineteenth century, however, merchant capitalism
gave way to what is now known as industrial capitalism. During the nineteenth century,
there was a rise of British-based MNEs operating in India, China, Latin America, and
South Africa. These firms were involved in mining, plantation agriculture, finance, and
shipping. Their focus was the procurement of industrial inputs and the promotion of
manufactured exports, often at the expense of host-country economies. Japan became
involved in similarly motivated MNE activity toward the end of the nineteenth century
after the Meiji Restoration. The companies involved here were industrial groups known
as zaibatsu, and these were associated with trading companies known as sogo shosha,
which still exist in various forms to the present day."

In the twentieth century, industrial production grew more capital intensive. The role
of the production line and associated economies of scale grew more important. The era
of industrial capitalism gave way to what is now known as managerial capitalism or
Fordism. Along with this shift, the center of innovative economic activity moved from
Europe to the United States. Firm size increased, and business success became based
on the ability to coordinate growing sets of complementary activities. World War I was
a distinct blow to the global reach of European MNEs, and after the war, U.S.-based
MNE:s substantially increased their FDI in Canada, Latin America, and Europe.'®

The world depression that began in 1929 and the Second World War hurt most forms
of international economic activity, including FDI. The post-war recovery, however,
further strengthened the role of U.S.-based MNEs in the world economy. Indeed, the

intended. For example, RCA once licensed its color TV technology to a number of Japanese companies. The
Japanese companies quickly assimilated RCA’s technology and then used it to enter the U.S. market” (p. 119).

15 After World War 11, Japan’s zaibatsu were dismantled but re-established themselves as kieretsu. On the sogo
shosha, see Yoshino and Lifson (1986).

16 John et al. (1997) summarized this era quite well: “Over the course of the 1920s the book value of United States’
foreign direct investment doubled and the amount of this FDI devoted to manufacturing grew by a still larger
proportion. It has been argued that by the end of the 1920s the size of United States’ investments in both Canada
and Latin America exceeded those of British investors for the first time and that more than 1,300 companies or
organizations in Europe were either owned or controlled by United States’ capital. It was during this era that
the American multinational truly first came of age” (p. 33).
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Table 9.3. Leading sources of world FDI
(percent of global, outward stocks)

Source 1960 1980 1990 2000 2008
United States 472 43 24 22 20
United Kingdom 182 16 13 15 9
Germany 12 8 8 9 9
France 62 4 6 7 9
Japan 12 4 11 5 4
China 0 0 0 0 1
Brazil 0 0 2 1 1
All Developing NA 3 8 14 15

2From the 1998 edition of Dicken (2007)
Source: UNCTAD, World Investment Reports, various years

technological advantage of U.S.-based MNEs during the early post-war period was the
point of reference of an early theory of FDI developed by Vernon (1966) and known as
the product life-cycle theory. This theory viewed production as being confined to the
home base of an MNE during the early phases of a product life cycle due to the need
for technologically sophisticated production techniques. During later phases of the
production cycle, as the production of the good becomes more routine and established,
production can move to subsidiaries in foreign countries in order to take advantage of
lower labor costs.!”

The 1970s brought another new change in global production with the rise of indus-
trial output in the newly industrializing countries (NICs) of East Asia, especially Japan,
Taiwan, and South Korea. Although there is still debate over this matter, many see
the rise of industrial production in the NICs as a move into a new economic era
known as post-Fordism or, to some, Toyotism.18 In this era, economies of scale were
replaced by flexibility as the progressive element in manufacturing. This was based on
the application of information and communication technologies (ICT) to international
production processes. Dicken (2007) summarized this era of flexible manufacturing
as follows:

The key to production flexibility in today’s world lies in the use of information
technologiesin machines and operations. These permit more sophisticated control over
the production process. With the increasing sophistication of automated processes
and, especially, the new flexibility of electronically controlled technology, far-reaching
changes in the process of production need not necessarily be associated with increased
scale of production. Indeed, one of the major results of the new electronic and
computer-aided production technology is that it permits rapid switching from one
part of a production process to another and allows. . . the tailoring of production to
the requirements of individual customers. (p. 96)

The importance of this change for our purposes here is that the rise of industrial output
was followed by a rise in FDI on the part of East-Asian-based MNEs, especially those
based in Japan. Consider the data presented in Table 9.3 on the leading sources of world

17 In a later assessment of the product life-cycle theory, Vernon (1979) stated that it had been applicable during
the historical period of 1900 to 1970 in explaining the activity of U.S.-based MNEs. However, his assessment
was that its applicability declined significantly after 1970.

18 Animportant and fascinating account of this ongoing transition can be found in Ruigrok and van Tulder (1995).
For a critical review of the current generation of Japanese firms, however, see The Economist (2010b).
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FDI. In 1960, as suggested by our previous discussion, the United States dominated
global FDI, accounting for almost one-half of total outward FDI stocks. The United
Kingdom accounted for much less, and Japan accounted for only 1 percent. By 1990,
Japan accounted for 11 percent, although this decreased between 1990 and 2008. More
generally, the share of the United States in global, outward stocks declined to 20 percent
in 2008.

A further trend evident in Table 9.3 is what used to be called “the rise of Third
World multinationals,” that is, increasing FDI by MNEs with home bases in developing
countries.!”” Observers began to take note of this trend beginning in the mid-1980s
when the share of the developing world in global, outward stocks was only 3 percent. By
2008, this had increased to 15 percent, more than that of Japan. This trend reflected the
fact that developing countries began, at that time, to relax restrictions on FDI capital
outflows. For example, India maintained restrictions on FDI capital outflows until the
end of the 1980s. As a result of this change, Indian firms began to engage in FDI in
North America in the areas of engineering, consulting, and software services. Another
notable example of this process is the Mexican-based cement firm Cemex, which now
maintains a productive capacity outside Mexico that is two times as large as its Mexican
capacity. In 2007, it ranked 45th among the largest nonfinancial MNEs measured by
foreign assets. A further example from South Africa is given in the accompanying
box.?0

SAB and the Emergence of a South African MNE

Many of us think of South Africa in terms of the transition from the Apartheid regime.
For beer drinkers worldwide, however, South Africa is an important country as the home
base of an MNE in the brewing sector. Castle Breweries was founded in South Africa in
1895. It was listed as South Africa Breweries (SAB) on the Johannesburg Stock Exchange
in 1897 and the London Stock Exchange a year later. In 1925, it acquired a stake in the
British Schweppes beverage company. In 1964, it was granted the first license by the Irish
brewery Guinness to produce outside of Ireland.

SAB’s foreign market entry process began in earnest in the 1990s. In 1993 it acquired
breweries in Tanzania (Tanzania Breweries) and Hungary (Dreher). Further acquisitions
were made in other African countries as well as in Poland (Lech), Romania (Vultural,
Ursus, and Pitber), Slovakia (Pivovar), Russia (Kaluga), the Czech Republic (Pilsner
Urquell and Radegast) and China. In 2002, to the astonishment of beer drinkers in the
United States, it acquired Miller brewers and became SABMiller. Further acquisitions
followed in Italy (Birra Peroni) and the Ukraine (Sarmat). For 2007, it ranked as the
78th largest nonfinancial MNE by foreign assets with a transnationality index of nearly
80 percent.

Drawing on a long-standing philanthropic tradition, in recent years, the company
has become quite active in HIV/AIDS and hunger in its South African home base.
Consequently, both in commercial and human terms, SAB has made its market in the
global brewing industry.

Sources: sabmiller.com, The Economist (1995, 2006)

19 See, for example, Heenan and Keegan (1979).
20 Another important change is the emergence of some developing countries as players in what has come to known
as “frugal innovation.” See The Economist (2010a).
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Table 9.4. Leading destinations of world FDI (percent
of global, inward stocks)

Destination 1980 1990 2000 2008
United States 16 20 22 15
United Kingdom 12 10 8 7
Germany 7 6 5 5
France 5 5 5 7
Japan 1 1 1 1
China 0 1 3 3
Brazil 3 2 2 2
All Developing 26 27 30 29

Source: UNCTAD, World Investment Reports, various years

The other side of these trends can be seen in Table 9.4 on leading destinations of global
FDI. Here too, the United States plays an important role, with currently 15 percent
of global, inward stocks. The developing world plays a more constant role with just
under 30 percent of global, inward stocks. Within the developing world, China has
emerged as a new destination, increasing its share from zero to three percent of global,
inward stocks. The poorest counties of the world, however, are largely left out of this
process.?!

Who are the current main players in the world of MNEs? We can get a sense of this by
looking at the top 25 nonfinancial MNEs as measured by foreign assets in Table 9.5. We
see here that this group of firms is dominated by firms from Western Europe, the United
States, and Japan. They are often in the electrical equipment, telecommunications,
automobiles, petroleum, utilities, and electrical equipment sectors. For many of them,
their home base still features prominently in their operations and sales. This is measured
by UNCTAD’s transnationality index (TNI), an average of three ratios expressed in
percentage terms: foreign assets to total assets, foreign sales to total sales, and foreign
employment to total employment. For many of the top 25 MNEs, this ratio is barely over
50 percent, indicating that the home base accounts for nearly one-half of operations
and sales.

CONCLUSION

The economic activity of international trade is one of a number of modes of foreign
market entry. The other modes of contracting and investment take us into the realm
of international production. The choice among trade, contracting, and investment
depends on balancing considerations of control, resource commitments, and dissem-
ination risk. The motivations for international production include resource seeking,
market seeking, efficiency seeking, and strategic asset seeking. Firms that engage in
international production, multinational enterprises, have a long history. This history
has moved from merchant capitalism, industrial capitalism, managerial capitalism or

2l There are, however, some positive signs. Migiro (2009) noted that: “Emerging and developing economies invest
differently. According to a recent UN estimate, 40 per cent of FDI from countries of the South goes to the highly
vulnerable least-developed countries, many of which are just emerging from conflict. In countries such as the
Democratic Republic of the Congo, Malawi and Lesotho, for example, about half of inward FDI comes from
South Africa.”
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Table 9.5. The world’s largest 25 nonfinancial MNEs, 2007

Total foreign assets  TNI
MNE Home country Sector (billions US $) (percent)?
General Electric United States Electrical equipment 420 51
Vodafone United Kingdom Telecommunications 231 87
Royal Dutch Shell Netherland/ Petroleum 197 71
United Kingdom
British Petroleum United Kingdom Petroleum 185 80
Exxon/Mobil United States Petroleum 175 68
Toyota Japan Automobiles 153 52
Total France Petroleum 144 75
Electricité de France  France Electricity, gas, and water 129 35
Ford United States Automobiles 128 51
E.ON Germany Electricity, gas, and water 123 54
ArcelorMittal Luxembourg Metals 19 89
Telefénica Spain Telecommunications 107 70
Volkswagen Germany Automobiles 104 57
ConocoPhillips United States Petroleum 103 44
Siemens Germany Electrical equipment 103 72
DaimlerChrysler Germany/ Automobiles 100 56
United States
Chevron United States Petroleum 98 58
France Telecom France Telecommunications 97 52
Deutsche Telekom Germany Telecommunications 96 48
Suez France Electricity, gas, and water 91 69
BMW Germany Automobiles 84 56
Hutchison Whampoa Hong Kong Diversified 83 83
Honda Japan Automobiles 83 82
Eni Italy Petroleum 78 74
Eads Netherlands Aircraft 75 74

@ UNCTAD calculates the TNI, or transnationality index, using three ratio measures: foreign assets to total assets,
foreign sales to total sales, and foreign employment to total employment.
Source: UNCTAD, World Investment Report, 2009

Fordism, to Toyotism or post-Fordism. The last of these has accompanied a process
known as flexible manufacturing, which, in turn, is based on information technologies.

In atleast two important ways, our discussion in this chapter is very much incomplete.
Being motivated to engage in international production does not mean that a firm can
actually be successful in doing so. Indeed, a firm faces additional costs in operating in a
foreign country compared with foreign country firms. For that reason, a firm operating
in a foreign country must have command over some sort of scarce resource that gives it
an advantage over foreign firms. This is the issue we take up in Chapter 10. Additionally,
our brief history of MNE activity masks a great deal of historic controversy between
MNEs and their host countries. This controversy has been particularly acute in the
case of developing host countries. We take up this issue in Chapter 22 on international
development in Part IV of the book.

REVIEW EXERCISES

1. Why should a firm move beyond trading relationships into international pro-
duction? What is its motivation for doing so?
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2. Suppose a firm’s competitiveness was based on its proprietary knowledge, per-
haps in the form of a patent on a product or process. What can you say about its
considerations with regard to foreign market entry?

3. What key characteristics differentiate managerial capitalism or Fordism from
Toyotism based on flexible manufacturing?

4. For each of the four motivations for international production, please provide an
example. The more specific your example, the better.

FURTHER READING AND WEB RESOURCES

A recent review of foreign market entry is given in Chapter 9 of Hill (2009). Dunning
and Lundan (2008, Chapter 6) and John et al. (1997, Chapter 1) offer very useful reviews
of the rise of international production and multinational enterprises. For a study of
Asian multinationals, see Mathews (2002). An interesting book that places international
production within the broader context of a changing world economy is Dicken (2007).
Doremus et al. (1998) also offer a useful, thematically arranged bibliography, and Caves
(2007) provides an economic analysis of MNEs. A review of the political economy of
FDI is also given in Chapter 6 of Walter and Sen (2009).

The United Nations Conference on Trade and Development (UNCTAD) publishes
an annual World Investment Report. This is a good place to turn for data on and
discussion of FDI in the world economy. Their web site is at http://www.unctad.org,
and the World Investment Report is at http://www.unctad.org/wir/.

APPENDIX: FDI AND COMPARATIVE ADVANTAGE

In Chapter 3, we considered comparative advantage and its implications for inter-
industry trade in rice and motorcycles between Vietnam and Japan. Recall that, given
biases in production possibilities frontiers (PPFs), Vietnam had a comparative advan-
tage in and exported rice, whereas Japan had a comparative advantage in and exported
motorcycles. In Chapter 5, we also introduced the Heckscher-Ohlin model, explaining
patterns of comparative advantage in terms of the resource or factor endowments of
countries and the factor intensities of sectors. Japan’s comparative advantage (and the
bias of its PPF) in motorcycles was due to its relatively large endowment of physical
capital and the physical capital intensity of motorcycle production.

FDI was absent in Chapters 3 and 5. So the question arises: What difference would
FDI make to the comparative advantage story of those chapters? Figure 9.1 (a close
copy of Figure 3.3) helps us answer this question. Recall that we evaluate comparative
advantage by examining the relative price of rice to motorcycles or (%) in Vietnam
and Japan. As we saw in Chapter 3, this price ratio was lower in Vietnam, indicating
that Vietnam had a comparative advantage in rice and that Japan had a comparative
advantage in motorcycles.

Now suppose that we allow for an FDI flow from Japan to Vietnam. To make
matters simple, suppose that this is a full offshoring involving a closing of a motorcycle
factory in Japan and the opening of a new motorcycle factory in Vietnam. This FDI
flow changes the relative factor endowments of the two countries. Japan becomes less
capital abundant and Vietnam becomes more capital abundant. These two changes
have impacts on the PPFs of the two countries. The PPFs shift in a manner biased
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Japan

Vietnam

DD

Or

Figure 9.1. FDI and Comparative Advantage between Vietnam and Japan

toward the capital-intensive good, motorcycles. In Vietnam, with the inflow of capital,
the PPF shifts out to the dashed concave curve, whereas in Japan, the PPF shifts in
to the dashed curve. The new autarky points along the demand diagonals (DD) are
such that the autarky price ratios change to the dashed lines. In Vietnam, (%)V

increases, whereas in Japan, (ﬁ—;) decreases. You can see this by examining the relative
slopes of the solid and dashed price lines.

What do these changes in the autarky price ratios mean? It means that the gap
between the two autarky price ratios is narrowing or that the pattern of comparative
advantage is weakening. As we have examined the process here, it indicates that FDI can
function as a substitute for trade.”> However, recall from Chapter 5 that the assumption
of the Heckscher-Ohlin model is that production technology is the same in each country
of the world. This is not always the case, and where technologies differ, sometimes FDI
can be a complement to trade. That is, with differing technologies, some types of FDI
can strengthen patterns of comparative advantage.”’
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As we saw in Chapter 1, one of the great drivers of economic globalization is infor-
mation and communication technology (ICT). At the center of ICT, in turn, we find
the semiconductor. Semiconductors are the various devices and integrated circuits made
using silicon that control the flow of electrical signals. These devices are included in per-
sonal computers, communications equipment including mobile phones, audiovisual
equipment, automobiles, and many other types of modern machinery. The manufac-
turing of semiconductors is a global industry, but one broken up into discrete tasks
connected together by a number of possible organizational forms, including foreign
direct investment (FDI) and intra-firm trade, the subjects of this chapter.!

In this chapter, we introduce the basic frameworks of the value chain and the global
production network (GPN). We will use these frameworks to understand key concepts
related to the FDI process, namely firm-specific assets and internalization. These
will help us to understand FDI and intra-firm trade. We will relate the internalization
process to the standard cost analysis of microeconomics. Finally, we also introduce the
well-known approach to the study of multinational enterprises (MNE) known as the
OLI (Ownership, Location, Internalization) Framework. An appendix to the chapter
briefly describes the gravity model of trade and FDI used for empirical research.

Analytical elements for this chapter:

Countries, sectors, tasks, and firms.

VALUE CHAINS AND GLOBAL PRODUCTION NETWORKS

Understanding international production in any industry requires use of the value chain
concept. A value chain is a series of value-added processes involved in the production of
any good or service. It proceeds in steps from beginning or upstream tasks to subsequent
downstream tasks. The semiconductor value chain is very complex, but we can simplify
it by considering the following tasks:

1. Research, development, and design leading up to details of the physical circuitry
of the chip to be placed on the silicon.

2. Fabrication (or just fab in semiconductor jargon) in an advanced manufacturing
process in which circuitry layouts are etched onto silicon wafers containing many
die. This step also requires sophisticated equipment and materials. Plants engaged
in fabrication are known as foundries.

3. Assembly and testing in which the die are cut from wafers and mounted or
packaged into a functioning device with wire contacts and insulation.

4. Final incorporation in which the semiconductor is incorporated into the final
piece of equipment, such as a personal computer or mobile phone.

These four stages are represented in Figure 10.1. An additional task in this figure is that
of advanced equipment and materials crucial to the fabrication process.> Importantly,
it is not necessary for a firm to be active across all stages of semiconductor manufac-
turing in Figure 10.1. The task scope of a firm in the industry is the result of a firm’s

! Recall from Chapter 1 that approximately one-third of world trade takes place within MNEs in the form of
intra-firm trade.
2 On the role of Japanese firms in providing this equipment, see The Economist (2009a).
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decision making with regard to what tasks to perform along the value chain. Not rep-
resented in Figure 10.1, but important nevertheless, is a reverse flow of information
(from the bottom to the top in the diagram) as well as numerous supporting producer
services such as accounting, transportation and logistics, legal services, human resource
management, and the like. Indeed, sometimes the arrows in Figure 10.1 are referred to
as service linkages.

Consider the case of perhaps the most famous semiconductor firm of them all, Intel.
Intel is involved in the first three stages of the value chain: research, development, and
design; fabrication; and assembly and testing. It is not involved in final incorporation,
leaving that task to other firms. For example, one of its biggest customers is Dell
computers, which incorporates Intel’s semiconductors into its personal computers.
Having integrated the first three tasks of the semiconductor value chain, however,
Intel is known as an integrated device manufacturer IDM). Other semiconductor firms
approach the value chain differently. For example, some firms such as Nvidia operate
only in the first task of research, development, and design but contract out fabrication
and assembly. These firms are known as “fabless” semiconductor companies. Usually,
the companies to which they contract out fabrication are fabrication-only companies
known as pure-play foundries, the most famous of which is the Taiwan Semiconductor
Manufacturing Company (TSMC).

The semiconductor firm could in principle be a purely domestic firm. If that were
the case, the task decision would be the only value chain decisions it needs to make.
However, there is another potential type of decision making involved as well, one
related to our foreign market entry discussion of Chapter 9. This arises because value
chains are potentially distributed across countries. When these international value
chains are linked together in potential buyer—supplier or ownership relationships, they
become known as global production networks (GPNs). An example of this is given
in Figure 10.2. Here, we have only two countries, the United States and Costa Rica. In
reality, of course, the GPN for semiconductors spans many countries around the world
(particularly those of the Pacific Basin, but also those in Europe), but we want to keep
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Figure 10.2. A Global Production Network for Semiconductors

things as simple as possible here.® Figure 10.2 alerts us to the fact that the semiconductor
production decision is two-fold, namely the decision regarding what part of the value
chain to take on and in which countries to do so. Thus there are both task and location
decisions to consider.

There is another way to look at the GPN decision-making process. This is in terms
of the distinction between what is known as the horizontal and vertical dimensions of
GPNs. Movements up and down the value chains of Figure 10.2, whether in the United
States or Costa Rica, are vertical movements. Movements from one country to another,
from the United States to Costa Rica, for example, are horizontal movements. Further,
movements up a value chain from subsequent to previous tasks are backward vertical
movements, and movements down a value chain from previous to subsequent tasks
are forward vertical movements. We will return to these distinctions when we take up
the concept of internalization later, but for now we can see that the GPN decision that
firms face involves both the vertical (task) and horizontal (location) dimensions.

FIRM-SPECIFIC ASSETS AND INTERNALIZATION

As is clear from the above discussion, firms can and do take more than one approach to
the semiconductor value chain or GPN. Our next task is to try to understand why one
approach might prevail over another in a particular instance. We will do this using Intel
as an example. As we mentioned previously, Intel is an integrated device manufacturer
(IDM). It maintains fabrication plants in the United States, its home base. It also has
assembly and testing plants in a few other countries, including Costa Rica. We can
therefore view its simplified GPN as in Figure 10.3. The dashed lines indicate potential
areas where Intel has chosen not to operate, namely research, development, design, and
fabrication in Costa Rica and final incorporation everywhere. Let’s see how we can go
about explaining the GPN configuration in Figure 10.3.

3 For an excellent review of the GPN in semiconductors, see chapter 11 of Dicken (2007).
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Figure 10.3. A Global Production Network for Semiconductors

To begin, suppose that Intel has a demonstrated competitive ability in research,
development, and design in the United States and is successfully operating as a “fab-
less” semiconductor firm. What might explain this competitive success in this form?
Corporate strategists typically point to the role of something we discussed in Chapter
9, namely firm-specific assets. These firm-specific assets can either be tangible, such as
access to silicon and other advanced materials, or intangible, such as specialized knowl-
edge, patented products or processes, organizational abilities, or brand distinctiveness
and loyalty (“Intel Inside”).*

Intel might begin to consider a move down the value chain in the United States to
fabrication. Why might it do so? One answer, typically given by corporate strategists
analyzing this kind of forward vertical integration, is that Intel might experience an
efficiency gain by spreading the costs incurred in acquiring its firm-specific assets (both
tangible and intangible) over more value chain stages. These efficiency gains are known
as firm-level economies.” Given the vast amount of firm-specific assets in the form of
intellectual property that Intel possesses, this explanation appears to be relevant to this
specific case.

The concept of firm-level economies is very helpful. However, it is not, in general,
sufficient to explain the preceding integration process. Why? Because Intel always
had the option (discussed in Chapter 9) of licensing its firm-specific assets to other
fabrication producers. That is, Intel could draw up a contract to rent its firm-specific
assets to a fabrication firm for a specific period of time in return for which it would
receive payment. Indeed, in one specific instance, Intel has done just that, using TSMC
as a pure-play foundry. Therefore, part of the explanation of forward or backward
integration must answer the question: Why did Intel choose not to exercise the licensing
option? Or, to state it another way: Why did Intel choose not to engage in a market
transaction for its assets, but rather chose to internalize this asset market within itself?

4 Chapter 1 of Caves (2007) provides a description of the role of intangible assets in MNEs. See also Toubal (2009).
5 The concept of firm-level economies was discussed by Markusen (1995).
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Corporate strategists suggest that a firm’s decision to internalize the firm-specific
asset market reflects market failure.® That is, for a number of reasons, it has difficulty
in selling its firm-specific assets in a contractual arrangement. This explanation can be
relevant for all sorts of firm-specific assets, but has been shown to be particularly relevant
for the case of intangible assets. In the case of tangible assets, such as specific production
techniques, Intel or any other firm might be reluctant to incur the dissemination risk
we discussed in Chapter 9. In the case of intangible assets, such as management practices
or reputation, it might be the case that the assets are inseparable from the firm’s human
resources or organization. How do you license reputation? Such market failures are what
sometimes lead firms with competitive success in one task of a value chain to internalize
an adjacent task via forward or backward vertical integration. It could certainly be of
relevance to Intel and its many firm-specific assets. One example of intangible assets in
the case of the MNE Toyota is given in the accompanying box.

The concepts of firm-specific assets, firm-level economies, and internalization help us
to explain why Intel operates as an IDM across the first three tasks of the semiconductor
value chain in the United States. But what of the relationship of this value chain and the
one in Costa Rica illustrated in Figure 10.3? We take up this issue in the next section.

Intangible Assets: “Team Toyota"” and “The Toyota Way” in Kentucky

As an MNE, Toyota became such a touchstone in the evolution of FDI and corporate
history that (as we discussed in Chapter 9) it became synonymous with flexible produc-
tion success in the era of “Toyotism.” Behind its early rise was the corporate philosophy
of kaizen or continuous improvement, and the crowning jewel of its corporate history
was the Toyota Lexus, an icon to manufacturing excellence.

In 1985, Toyota announced that it would begin to produce the Toyota Camry at a new
plant in North America, the chosen location being Georgetown, Kentucky. Early on in
the process of planning this greenfield FDI project, Toyota identified its key intangible
asset: an organizational culture based on team membership. According to Toyota, the
Georgetown plant maintained quality by encouraging team members to play an active
rolein quality control, utilizing team members’ ideas and opinions, and practicing kaizen.
In Toyota’s words: “Toyota team members treat the next person on the production line
as their customer and will not pass a defective part to that customer. If a team member
finds a problem with a part or the automobile, the team member stops the line and
corrects the problem before the vehicle goes any farther down the line.” This was an
attempt to transfer the kaizen concept from Japan to the United States.

According to an early study by Besser (1996), the team concept at the Kentucky plant
took place at three levels: the work team, the company team, and the corporate team.
The last of these, the corporate team, included “all members of the Toyota corpora-
tion, including, but not limited to, manufacturers in the United States and Japan, their
suppliers, various other subsidiaries, and the semi-independent marketing and sales
corporations affiliated with the corporation” (p. 51). Thorough hiring processes ensured
that the Kentucky plant employed only those who could be good team members.

One former team member quoted by Besser (1996) commented: “You’ll be expected
to kill yourself for Toyota and you’ll be paid a decent living wage. If you can take it,
you’ll be taken care of for the rest of your life. When they say you start at 6:30, they don’t

© This insight is part of what is known as transaction cost economics and has its root in the work of Williamson
(1975) on what is known as the boundary of the firm.
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mean 6:31. You start at 6:30 and you kill yourself for two hours, take a ten-minute break
and kill yourself for two more hours. So if someone wants to do that in exchange for the
money and security, go for it” (p. 47). Many local workers have, but a significant number
have also left the company complaining of “slave labor” and “management by stress.”

In 2001, a new theme emerged in Toyota’s North American subsidiary, namely the
“Toyota Way.” The Toyota Way consists of 14 principles that include kaizen and teamwork
among them. Key employees from North America travel to Toyota City in Japan to attend
the Toyota Technical Skills Academy to be schooled in the Toyota Way. There is concern
among auto industry analysts, however, that the Toyota Way is not being disseminated
evenly throughout the Toyota GPN. As an analyst at JPMorgan in Tokyo puts it: “Toyota
is growing more quickly than the company’s ability to transplant its culture to foreign
markets. This is a huge issue for Toyota, one of the biggest it will face in coming years.”

Meanwhile, the Toyota plant in Kentucky now produces a number of different Toyota
vehicles and engines including Camry hybrids. It is Toyota’s largest production facility
outside of Japan, having produced more than five million vehicles. To some degree then,
Team Toyota and the Toyota Way had indeed taken root in the United States.

The challenges to the Toyota Way emerged dramatically in 2010 in the face of a series
of well-publicized safety recalls in the United States and elsewhere. There is evidence
that the roots of this crisis had its origins in the company’s decision in 2002 to pursue
an increase in global market share from 11 to 15 percent. This necessitated that Toyota
begin to work with suppliers with whom it did not have long-term relationships. It will
take some time for the company to regain its complete commitment to the Toyota Way.

Sources: Besser (1996), Fackler (2007), The Economist (2009b), and The Economist (2010)

INTRA-FIRM TRADE

In 1996, to the surprise of many observers, Intel decided to locate an assembly and
testing plant in Costa Rica for the Pentium processor. The significance of this decision
for Costa Rica can be appreciated by the fact that, at the time, the sales of Intel were
twice that of Costa Rica’s gross domestic product (GDP). The strategic thinking that
motivated Intel to engage in this expansion of its GPN included a search for a relatively
low-cost but technical and highly trainable workforce.” Whatever the strategic reasons,
however, we know from Chapter 9 that Intel could have contracted for the assembly
and testing processes. It decided against this, opting instead for greenfield FDI (see
Table 9.1). As we discussed previously, contracting in the presence of dissemination
risk and intangible, firm-specific assets can be difficult. Some of these considerations
that are relevant to the Intel case have been listed by Clausing (2009):

For example, there may be a need to control the quality of the product, accompanied
by difficulties in the formation of contracts at arm’s length to ensure the reputation of
the firm. Also, proprietary firm-specific knowledge can make it difficult to appropriate
the gains from production via licensing, as it is difficult to charge the appropriate fee
for knowledge without revealing the knowledge itself, thus lowering the incentive to
pay for it. (p. 707)

7 See Multilateral Investment Guarantee Agency (2006). Costa Rica had been promoted for some time by the
Coalicién Costarricense de Initiativas para el Desarrollo (CINDE), which approached Intel beginning in 1993.
‘We will return to this case in Chapter 22.
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Table 10.1. Industry and firm dimensions of trade

Firm Dimension

Industry Dimension  Inter-firm Intra-firm

Inter-industry Trade that takes place between Trade that takes place between
two different industries and two two different industries and
different firms. within a single firm.

Intra-industry Type of trade that takes place Trade that takes place within a
within a single industry and single industry and within a
between two different firms. single firm.

With the GPN of Figure 10.3 established, we can observe a pattern of intra-firm
trade. As we see in that figure, Intel exports fabricated die from its home base to its
subsidiary in Costa Rica. This is not an arm’s-length, market-based transaction that
takes place at world prices. Rather, it is a trade transaction within Intel itself at a price
set by it. The FDI depicted in Figure 10.3 is known as forward vertical FDI because the
FDI links fabrication in the United States to the next stage in the value chain, assembly
and testing in Costa Rica. If, instead, Intel had sourced dies in Costa Rica for assembly
and testing in the United States (not likely!), this would be a case of backward vertical
FDI. Finally, if Intel only engaged in assembly and testing in both the United States
and Costa Rica without any intra-firm trade, this would be an example of horizontal
FDI.

Recall that, in Chapter 4, we made an important distinction between inter-industry
trade and intra-industry trade. We now have also distinguished between inter-firm trade
and intra-firm trade. Things are becoming a bit complicated! To help you sort all this
out, please consult Table 10.1. This table characterizes international trade along two
dimensions: industry and firm. Along the industry dimension (rows), it distinguishes
between inter-industry and intra-industry. Along the firm dimension (columns),
it distinguishes between inter-firm and intra-firm. This gives us four cells in the
table.

Down the inter-firm column of Table 10.1, we have the types of trade considered in
Chapters 3 and 4 of Part I of this book, that is, inter-firm trade that can be either between
or within industries. Down the intra-firm column of the table, we have the types of
trade considered in this chapter, that is, intra-firm trade that can take place either
between or within industries. Consider Figure 10.3. Given an industry classification of
“computer products,” the trade depicted there would be intra-firm and intra-industry.
However, if we distinguish between “semiconductor fabrication” and “semiconductor
assembly and testing” as two separate industries, the trade depicted there would be intra-
firm and inter-industry. This gives you an appreciation of how the degree of detail
in industry classification determines the extent of inter-industry and intra-industry
trade.®

The tools of value chains and GPNs allow us to understand how FDI and intra-
firm trade arise. The example of FDI flows in Asia that result from the considera-
tions developed in this and the previous chapters is taken up in the accompanying
box.

8 Recall Table 4.2 in the appendix to Chapter 4.
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FDI Flows in Asia

In Chapter 9, we considered data on the stocks of FDI globally across a number of decades.
It is also important to examine the flows of FDI among countries, that is, the value of the
inflow into or outflow from a particular country. Hattari and Rajan (2009) did this for
developing Asia in order to better understand FDI processes in this region. They found
that 35 percent of FDI flows to developing Asia came from the region itself, mostly from
Hong Kong, the People’s Republic of China, Singapore, and Taiwan. The top 10 flows
from source to destination were:

Hong Kong to China
China to Hong Kong
Singapore to China
Singapore to Hong Kong
Singapore to Malaysia
Singapore to Thailand
Malaysia to China

Hong Kong to Malaysia
Hong Kong to Thailand
Korea to Hong Kong

These researchers went on to model FDI flows among countries in developing Asia
using the gravity model described in the appendix to this chapter. Among a large set of
findings were the following: market size as measured by GDP, particularly of destination
countries, positively affects FDI flows; joint membership in a preferential trade area
(PTA) as described in Chapter 8 positively affects FDI flows; distance between countries
negatively affects FDI flows even when controlling for PTA membership; and exports
from the source country to the destination country positively affect FDI flows, showing
that for developing Asia, trade and FDI are complements as opposed to substitutes, as
discussed in the appendix to Chapter 9.

On this last result, the authors note that “This may indicate that exporting to a country
first leads to greater market familiarity, which in turn facilitates greater FDI flows to that
country” (p. 87). Most importantly, though, the whole investigation by Hattari and
Rajan shows that it is indeed possible to successfully analyze FDI flows empirically.

Source: Hattari and Rajan (2009)

A COST VIEW OF INTERNALIZATION

The preceding discussion considers a number of issues that relate to firm decision
making with regard to GPNs. We have seen that GPN decisions are two-fold, involving
both the decisions regarding what part of the value chain to take on and in which
countries to do so. Thus there are both task and location decisions to consider. As it
turns out, some standard economic analysis can help in GPN decision making. Recall
from your microeconomics course that, when considering the costs of a firm, we can
distinguish between fixed and variable costs. Suppose that a home-country firm faces
a fixed cost of setting up a production facility in country j of FP;. Suppose also that
the firm faces a smaller fixed cost of establishing a contractual relationship with a firm
from country j of FC;. There are also variable costs associated with these two options



168

Costs

FP;

FOREIGN DIRECT INVESTMENT AND INTRA-FIRM TRADE

FP, +VP,
i breakeven Figure 1 04 A Cost Analysis of Production and
i point Contracting
contracting i production
< r€c<————>
9j

of VP; and VC;. The variable costs of international contracting are larger than the
variable costs of international production due to the firm-specific assets that give it an
advantage over the potential contracting partner. In other words, the firm itself knows
how to make its product more easily than other firms.

These considerations lead us to Figure 10.4. Here, the solid FP; + VP; graph begins
at the vertical axis intercept equal to the fixed cost of production and increases from
there with a slope equal to the variable costs of production. The solid FC; + VC; graph
begins at a lower vertical axis intercept equal to the lower fixed cost of contracting
and increases from there with a slope equal to the variable costs of contracting. The
two solid lines intersect at a “breakeven point” that establishes a boundary between
quantities where it would be better for the firm to engage in contracting and quantities
where it would be better for the firm to engage in production. This analysis is useful
because it allows us to see that the contracting/production decision might be related to
the volume of output the firm has in mind.

Dissemination risk involved in contracting can be included in this diagram in a
simplified way. It increases the fixed cost of contracting and moves the solid contracting
graph upward to the dashed line. This moves the breakeven point to the left and reduces
the range of quantities where contracting is to be preferred.

TYING THINGS TOGETHER: THE OLI FRAMEWORK

If an MNE decides to engage in FDI in a foreign country, it likely that it will be at a
disadvantage in some important areas vis-a-vis local firms in that foreign country. The
home-country MNE will have to incur the additional costs of operating its business
internationally, including increased transportation, communication, and coordination
costs. Therefore, if the home-country MNE is indeed able to successfully engage in
business in the foreign country, there must be some other advantages that offset the
additional costs of conducting business internationally.” In what now is a well-known
framework, Dunning (1988) outlined three basic advantages: ownership (or O) advan-
tages, location (or L) advantages, and internalization (or I) advantages.”

9 This insight was originally due to Hymer (1976) who, it can be argued, originated the modern, firm-based
analysis of the MNE.
19 See Dunning and Lundan (2008) and Markusen (1995).
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Table 10.2. The OLI framework

Symbol Meaning Contribution

O Ownership advantage Explains how a firm's tangible and intangible assets
help it to overcome the extra costs of doing business
internationally. Explains why a home-country firm,
rather than a foreign firm, produces in the foreign
country.

L Location advantage Explains why a home-based MNE chooses to produce
in a foreign country rather than in its home country.

I Internalization advantage Explains why a home-based MNE chooses FDI rather
than licensing to achieve production in a foreign
country.

Ownership or O advantages refer to ownership of tangible or intangible firm-specific
assets the home-country MNE owns and that provide it with a competitive edge over the
foreign firms. As summarized by Markusen (1995), “Whatever its form, the ownership
advantage confers some valuable market power or cost advantage on the firm sufficient
to outweigh the disadvantage of doing business abroad” (p. 173). As we discussed
previously, by deploying these assets over a larger range of activities, the home-country
MNE can realize cost advantages over its rivals through firm-level economies. The role
of the O advantage is to explain why the MNE engages in the production of a good for
the foreign market instead of a foreign firm.

Location or L advantages are associated with the foreign country. The L advan-
tages could include input costs, transportation costs, import restraints, foreign govern-
ment promotional policies, or access to foreign consumers. L advantages often closely
relate to the first two motivations for international production discussed in Chapter 9:
resource seeking and market seeking. The role of the L advantage is to explain why the
home-country MNE chooses to produce in the foreign country rather than the home
country.

Finally, as we saw previously, internalization or I advantages explain why the home-
country MNE chooses FDI over the contracting option. The I advantages are therefore
related to all the reasons why contracting might not be a viable option. In Dunning’s
view, and in the view of other researchers deploying this framework, all three advantages
are necessary to explain the presence of FDI. What has come to be called the OLI
Framework is summarized in Table 10.2.

CONCLUSION

Approximately one-third of world trade is intra-firm trade, taking place within MNEs.
This trade occurs within global production networks. As we have seen, firms offset the
extra costs of doing business internationally through their tangible or intangible assets,
which provide ownership advantages to them and generate firm-level economies. Firms
choose to operate abroad because various foreign countries offer location advantages
to them, and they choose investment modes of foreign market entry over contractual
modes because there are advantages to internalization. Some of these issues can be
examined using cost analysis, but the full set of these issues can be summarized in the
OLI framework.



170

FOREIGN DIRECT INVESTMENT AND INTRA-FIRM TRADE

REVIEW EXERCISES

1. Choose any production process that might be of interest to you. Both merchan-
dise and services are appropriate. As best you can, draw a value chain for this
production process.

2. Next, for this production process, choose two countries. Place the value chains
for these two countries side by side in a GPN. Show how FDI by a firm based in
the first country in the second country can be depicted for the cases of horizontal
FDI, backward vertical FDI, and forward vertical FDI.

3. Make a list of as many firm-specific assets you can think of, both tangible and
intangible.

4. For each of ownership advantages, location advantages, and internalization
advantages, state how it helps you to understand why firms engage in FDI rather
than trade or contractual modes of foreign market entry.

FURTHER READING AND WEB RESOURCES

For very useful reviews of the global semiconductor industry, see Dibiaggio (2007),
chapter 11 of Dicken (2007), and Macher, Mowery, and Simcoe (2002). For a concise
review of intra-firm trade, see Clausing (2009). For a review of value chains and
GPNss, respectively, see chapter 5 of Mclvor (2005) and Coe, Dicken, and Hess (2008).
An excellent introduction to global corporate strategy is Verbeke (2009). The OLI
Framework is discussed in chapter 4 of Dunning and Lundan (2008) and in Markusen
(1995). A global political economy view of some of the issues discussed in this chapter
can be found in chapter 6 of Walter and Sen (2009).

The United Nations Conference on Trade and Development is an organization that
has dedicated itself to the analysis of FDI and its role in economic development. Their
website is http://www.unctad.org. Of particular interest is their annual World Investment
Report, which is highlighted at http://www.unctad.org/wir/.

APPENDIX: THE GRAVITY MODEL

Gravity models utilize the gravitational force concept as an analogy to explain the
volume of trade or FDI among the countries of the world. For example, gravity models
establish a baseline for trade or FDI flows as determined by gross domestic product
(GDP), population, and distance.!! The effect of policies on trade or FDI flows can then
be assessed by adding the policy variables to the equation and estimating deviations
from the baseline flows. In many instances, gravity models have significant explanatory
power, leading Deardorff (1998) to refer to them as a “fact of life.”

Gravity models begin with Newton’s Law for the gravitational force (GF ;) between
the two objects i and j. In equation form, this is expressed as:

M;M;

] . .
GF; D, i (10.1)

1 The emphasis on flows here is to remind us that the gravity model does not explain FDI stocks such as those
reported in Chapter 9. Distance is sometimes expanded conceptually to include linguistic and cultural distance.
The origins of the gravity model go back to Tinbergen (1962).
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In this equation, the gravitational force is directly proportional to the masses of the
objects (M; and M; ) and indirectly proportional to the distance between them (Dij ).

Gravity models are estimated in terms of natural logarithms, denoted “ In.” In this
natural log form, what is multiplied in Equation 10.1 becomes added, and what is
divided becomes subtracted, translating Equation 10.1 into a linear equation:

lnGFij =lnM,'—|—lIle—lnDij i (10.2)

Gravity models of international trade and FDI implement Equation 10.2 by using
trade flows or FDI flows from county i to country j (F;) in place of gravitational
force, with arbitrarily small numbers sometimes being used in place of any zero values.
Distance is often measured using “great circle” calculations. The handling of mass in
Equation 10.2 takes place via at least two alternatives. In the first alternative with the
most solid theoretical foundations, mass in Equation 10.2 is associated with the gross
domestic product (GDP) of the countries. In this case, Equation 10.2 becomes:

InFj =a+ B InGDP; + B,In GDP; + B3In D (10.3)

In general, the expected signs here are 8, , > 0, and B3 < 0.
In the second alternative, mass in Equation 10.2 is associated with both GDP and
population (POP). In this case, Equation 10.2 becomes:

InFj =¢+y1InGDP;+ y,InPOP; + y;In GDP; + y,POP; + ysIn Dj; (10.4)

With regard to the expected signs on the population variables, these are typically
interpreted in terms or market size and are therefore positive (y3, y, > 0).

REFERENCES

Besser, T.L. (1996) Team Toyota: Transplanting the Toyota Culture to the Camry Plant in Kentucky,
State University of New York Press.

Caves, R.E. (2007) Multinational Enterprise and Economics Analysis, Cambridge University Press.

Clausing, K.A. (2009) “Intrafirm Trade,” in K.A. Reinert, R.S. Rajan, A.J. Glass, and L.S. Davis
(eds.), The Princeton Encyclopedia of the World Economy, Princeton University Press, 706—708.

Coe,N.M., P. Dicken, and M. Hess (2008) “Global Production Networks: Realizing the Potential,”
Journal of Economic Geography, 8:3, 271-295.

Deardorff, A.V. (1998) “Determinants of Bilateral Trade: Does Gravity Work in a Neoclassical
World?” in J.A. Frankel (ed.), The Regionalization of the World Economy, University of Chicago
Press.

Dibiaggio, L. (2007) “Design Complexity, Vertical Disintegration and Knowledge Organization
in the Semiconductor Industry,” Industrial and Corporate Change, 16:2, 239-267.

Dicken, P. (2007) Global Shift: Mapping the Changing Contours of the World Economy, Guilford.

Dunning, J.H. (1988) Explaining International Production, Unwin Hyman.

Dunning, J.H. and S.M. Lundan (2008) Multinational Enterprises and the Global Economy,
Edward Elgar.

The Economist (2009a) “Briefing: Japan’s Technology Champions,” November 7.

The Economist (2009b) “Briefing Toyota: Losing Its Shine,” December 12.

The Economist (2010) “Toyota’s Overstretched Supply Chain,” February 27.

Fackler, M. (2007) “The “Toyota Way Is Translated for a New Generation of Foreign Managers,”
New York Times, February 15.



172

FOREIGN DIRECT INVESTMENT AND INTRA-FIRM TRADE

Hattari, R. and R.S. Rajan (2009) “Understanding Bilateral FDI Flows in Developing Asia,”
Asian-Pacific Economic Literature, 23:2, 73-93.

Hymer, S.H. (1976) The International Operations of National Firms: A Study of Direct Foreign
Investment, MIT Press.

Macher, J.T., D.C. Mowery, and T.S. Simcoe (2002) “E-Business and Disintegration of the
Semiconductor Industry Value Chain,” Industry and Innovation, 9:3, 155—181.

Markusen, J.R. (1995) “The Boundaries of Multinational Enterprise and the Theory of Interna-
tional Trade,” Journal of Economic Perspectives, 9:2, 169—189.

Mclvor, R. (2005) The Outsourcing Process: Strategies for Evaluation and Management, Cambridge
University Press.

Multilateral Investment Guarantee Agency (2006) The Impact of Intel in Costa Rica, World Bank.

Tinbergen, J. (1962) Shaping the World Economy: Suggestions for an International Economic Policy,
The Twentieth Century Fund.

Toubal, F. (2009) “Intangible Assets,” in K.A. Reinert, R.S. Rajan, A.J. Glass, and L.S. Davis
(eds.), The Princeton Encyclopedia of the World Economy, Princeton University Press, 638—640.

Verbeke, A. (2009) International Business Strategy: Rethinking the Foundations of Global Corporate
Success, Cambridge University Press.

Walter, A. and G. Sen (2009) Analyzing the Global Political Economy, Princeton University Press.

Williamson, O.E. (1975) Markets and Hierarchies, The Free Press.



11

Managing International
Production



174

MANAGING INTERNATIONAL PRODUCTION

In Chapter 10, we considered the semiconductor firm Intel and its decision making with
regard to a two-country global production network (GPN). This was a vast, if useful
simplification. At the time of this writing, Intel has 15 fabrication plants located in the
United States, Ireland, and Israel. It also maintains seven assembly and testing plants
in China, Costa Rica, Malaysia, the Philippines, and Vietnam. Reflecting the nature
of the semiconductor industry, the company maintains research and development
(R&D) facilities in the United States, China, Mexico, India, and Europe (Ireland, Spain,
Germany, Russia, France, Belgium, United Kingdom, Poland, and Switzerland). Intel’s
GPN is significantly more complicated than Chapter 10 suggests.

With semiconductor production facility costs denominated in billions of U.S. dollars,
itis unlikely that Intel and other semiconductor firms locate these plants willy-nilly. The
same would hold, if perhaps to a lesser degree, for multinational enterprises (MNEs)
in other sectors as well. There must be some logic to the organization of MNEs and
their GPNs, and this chapter summarizes that logic. We begin by considering a set of
issues that arise in organizing the MNE’s international operations, both with regard
to intra-firm design and inter-firm relationships, and look at the particular case of
joint ventures. We then consider a set of issues related to the MNE’s home base. This
leads naturally to a consideration of spatial clusters and their relationship to MNEs. We
conclude by considering MNE management of R&D functions within their GPNGs.

Analytical elements for this chapter:

Countries, sectors, tasks, and firms.

ORGANIZING THE MNE

As we saw in Chapter 10, the MNE faces the two-fold decision regarding what tasks in
which countries to include within its corporate boundaries. The result of this two-fold
decision is the task and geographic extent of the MNE that we illustrated with solid
lines in Figure 10.3 for the case of Intel’s GPN and reproduce here as Figure 11.1.

United States Costa Rica
Rescarch, | [ Advanced | | Research, | | Advanced |
Development, |  [Equipment and; | Development, i | Equipment and |
and Design }L Materials i | and Design ! i Materials i
l o R L
]
Fabrication ! Fabrication !
! !
Assembly and Assembly and
Testing Testing
".L 777777 | l 7777777 |
! Final . ! } Final !
! Incorporation i i Incorporation |
! !

Figure 11.1. Intel’s Global Production Network for Semiconductors



ORGANIZING THE MNE 175

Table 11.1 Generic types of intra-firm MNE design

MNE characteristics MNE intra-firm design

Single product, single country Functional divisions

Single product, few countries Single, foreign division

Single product, multicountry Country/regional divisions
Multiproduct, few countries Product divisions

Multiproduct, multicountry Mixed structure based on matrix

management or “heterarchy”

Recall that, within the solid lines of the MNE’s boundaries, intra-firm trade can take
place. Outside these boundaries, the MNE can be involved in inter-firm trade. Con-
sidering the GPN in its vertical dimension, beyond the upstream extent of the firm’s
boundary are (with dotted lines) relationships with suppliers, potentially involving
imports if those suppliers are abroad. Similarly, beyond the downstream extent of
the firm’s boundary are (again with dotted lines) relationships with buyers, poten-
tially involving exports if those buyers are abroad. Consequently, organizing the MNE
involves both intra-firm design and inter-firm relationship considerations.

As it turns out, the issue of intra-firm design is not straightforward. Before the
process of foreign market entry considered in Chapter 9, the firm might consist of
functional divisions (management, finance, research and development, production,
sales) all reporting to the head office or chief executive. As is shown in Table 11.1, this is
typical for single-product, single-country firms. With foreign market entry via foreign
direct investment (FDI), the question arises regarding what functions to locate abroad:
just production and sales, or more? Initially, it might be just production and sales
occurring in a foreign division, but as foreign operations develop and mature, there is a
tendency to locate a greater number of corporate functions abroad. The MNE moves
beyond the “single product, few countries” row of Table 11.1.

As global presence increases, pressures build on the foreign division. It has more
countries and functions to look after, and eventually, something needs to give way. As
noted by Caves (2007), “A single international division is seldom used if the firm makes
40 percent or more of its sales abroad” (p. 79). One option that is generically associated
with single-product, multicountry MNEs is that of a country/regional division, where
each country or region covered by the MNE has its own division responsible for all
functions. Another option that is generically associated with multiproduct but few-
country MNEs is that of product divisions, where each of the firm’s products has its own
corporate division for global production and sales. The most complicated but relevant
generic case is that of the multiproduct, multicountry MNE. Here, a standard approach
is that of matrix management, where there are both product and country/regional
dimensions to reporting lines.!

If we were to generalize a bit from the generic types of organizational design listed
in Table 11.1, we can identify two general tendencies. First, the narrower the range of
its products, the more likely the MNE will adopt a country/region divisional structure.
Second, the wider the range of its products, the more likely the MNE will adopt a

! The problems of matrix management were summarized by Dunning and Lundan (2008), who stated that
“because it made for a more intensive network of intra-firm communication, the matrix structure created
its own organizational challenges, notably those that arose from ambiguities over the locus of management
responsibility, and a conflict of goals and strategies of the members of the network” (p. 248).
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product divisional structure.” These are rather limited statements, and the truth of the
matter is that there is no complete set of principles that can guide MNE organizational
design.

In response to the lack of guidance regarding MNE design, a last option has emerged
that is also mentioned at the bottom of Table 11.1, that of heterarchy. Heterarchy involves
information sharing and informal ways of circumventing the limitations of formal
organizational design. This shift of thinking had many sources, but one important one
was the work of Bartlett and Ghoshal (2002). These international business researchers
noted that MNEs face three strategic challenges: global efficiency, local responsiveness,
and global innovation. Global efficiency is obtained from economies of scale and scope
that can occur as the MNE rationalizes production within the GPN. Local responsiveness
involves using local facilities and personnel to tailor goods and services to the needs and
preferences of local consumers. Finally, global innovation refers to the combined and
complementary use of innovations from many parts of the multinational value network.
In these authors’ view, “more and more businesses are being driven by simultaneous
demands for global efficiency, national responsiveness, and worldwide leveraging of
innovations and learning” (p. 33).?

Bartlett and Ghoshal argued in favor of a model of global management that they
describe as “flexible centralization/coordination” or as an “integrated network.” These
are examples of heterarchy that we can characterize in three ways. First, the role of
subsidiaries is differentiated throughout the GPN, taking on different roles in different
countries or regions. One subsidiary might only be involved in sales, whereas another
subsidiary is involved in locally relevant R&D. Second, coordination of the MNE is
achieved using multiple methods. For example, flows of goods can be coordinated
through centralization, flows or resources can be coordinated through formalization,
and flows of information can be coordinated through corporate socialization. In the last
case, socialization, Bartlett and Ghoshal advocate the rotation of personnel throughout
the MNE in order to facilitate information flows within the social networks that develop.
Finally, the disparate elements of the MNE are tied together in a coherent mission
through the use of vision and innovative human resource development policies. Some
of these issues in the context of emerging markets are considered in the accompanying
box.

The End of Corporate Imperialism?

Prahalad and Lieberthal (2008) emphasized the growing importance of a few large,
emerging markets to MNEs long-term corporate strategy. The countries they had in
mind were the likes of Brazil, China, India, and Indonesia. They warned against what
they termed the “imperialist mind-set” of many MNE executives in which these large
emerging markets are just seen as an extension of their operations in their Western home

bases. Instead, these researchers emphasized that the bulk of the household markets in

2 See chapter 8 of Dunning and Lundan (2008).

3 The tensions among these objectives were alluded to in the following advertisement by Citibank: “These days,
everybody says they’re ‘global.” But saying you're global isn’t the same as ‘being’ global. It’s not just where you
are, it’s how you are there. To us, being global means being completely local. Entirely at home. The way we are
in 100 countries around the world. Our job is to understand a country by its people, not just by its airports”
(in The Economist, July 4, 1998).
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these economies are relatively low income and that this has an impact on the preferences
of the households. In addition, local responsiveness needs to consider relationships to
suppliers, distribution system design, and the political environments. In the view of
Prahalad and Lieberthal, MNEs need to rethink their approach to product design, the
distribution system, supplier relationships, and personnel policies.

One area of challenge is the role of MNESs’ expatriate managers. For example, Prahalad
and Lieberthal stated that “In the early stages of market development, expatriates are
the conduits for information flow between the multinational’s corporate office and
the local operation. But while headquarters staffs usually recognize the importance of
sending information to the local operation, they tend to be less aware that information
must also be received from the other direction” (p. 30). Lines of communication can
be very complicated. Reporting on an expatriate MNE representative in China, these
researchers stated that “as the head of his company’s China effort, he has to coordinate
with the company’s regional headquarters in Japan, report to international headquarters
in Europe, and maintain close contact with corporate headquarters in North America”
(pp- 37-38). This is the practical difficulty of “heterarchy.”

These management issues become all the more acute as the emerging markets them-
selves are no longer just destinations for innovations occurring in the corporate head-
quarters but are sources of innovation in themselves. The authors emphasized that “the
imperialist assumption that innovation comes from the center will gradually fade away
and die” (p. 45). Product development innovations will start to flow from the periphery
to the center instead. Prahalad and Lieberthal warned that “success in the big emerging
markets will surely change the shape of the modern multinational as we know it today”
(p. 43).

The Economist (2010) took this argument one stage further, stating that develop-
ing countries “are reinventing systems of production and distribution, and they are
experimenting with entirely new business models. All the elements of modern business,
from supply-chain management to recruitment and retention, are being re-jigged or
reinvented in one emerging market or another” (p. 3). Western MNEs should take note.

Sources: Prahalad and Lieberthal (2008) and The Economist (2010)

With regard to inter-firm relationships, an important issue is that of vertical connec-
tions to supplying firms. Here, Gereffi, Humphrey, and Sturgeon (2005) emphasized
that some of the considerations of Chapter 10 that lead MNEs with firm-specific assets
(and in particular, intangible assets) to pursue FDI modes of foreign market entry
(rather than contractual modes) can be overcome in certain kinds of relationships
that we might describe as contractual plus. Contractual plus arrangements consist of
“repeated transactions, reputation, and social norms that are embedded in particular
geographic locations or social groups” (p. 81). These features can help overcome the dif-
ficulties of the contractual mode in the presence of intangible assets and dissemination
risk.

These researchers go on to distinguish among four types of relationships between
an MNE and its suppliers: market, modular, relational, and captive.* The market model
consists of standard contractual relationships, but these can be augmented by trust and
normality developed through repeated transactions. The modular model occurs when

4 See also chapters 4 and 5 of Ruigrok and van Tulder (1995) for a political economy view of buyer-supplier
relationships.
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the product and production process in question are standard and generic, and the sup-
pliers are coalesced around specific breakpoints in GPNs. We saw this in the semicon-
ductor case with “fabless” semiconductor firms contracting with pure-play foundries,
but this situation usually occurs in sectors that are less technologically advanced, such
as clothing and footwear.” In the relational model, MNE-supplier interactions are more
complex, described by Gereffi, Humphrey, and Sturgeon (2005) as “mutual depen-
dence.” This can be associated with ethnic ties or geographic proximity. We will return
to this model when we consider spatial clusters below. Finally, in the captive model, we
find an asymmetric relationship in which the MNE is dominant over its suppliers. The
example usually cited in this case is Toyota. The captive model has been part of the
success of Japanese-style, flexible manufacturing at the heart of “Toyotism.”

What is clear from this brief discussion is that MNE management in both intra-firm
design and inter-firm relationship components is a relatively complex and difficult
task. There is no single approach that can be grasped as the “answer” to multinational
management. Rather, there is an ongoing learning process that takes place, with varying
degrees of success, within the historical trajectories of MNEs. This is what makes global
corporate strategy such an interesting and dynamic field.

JOINT VENTURES

In Chapter 9, we considered three types of FDI, namely, joint ventures (JVs), mergers
and acquisitions (M&As), and greenfield, noting that M&As are the most common
type. It is worthwhile to spend some time examining JVs, however, because they pose
a set of challenges not generally encountered in M&A and greenfield FDI.® Recall that,
in a JV, the home-country firm establishes a separate firm in the foreign country that is
jointly owned with a foreign-country firm. The motivation for a JV usually reflects the
presence of complementary, firm-specific assets in the two firms involved. Raff (2009)
summarizes this very well”:

A joint venture is a mechanism for combining complementary assets owned by
separate firms. These assets can be tangible, such as machinery and equipment, or
intangible, such as technological know-how, production or marketing skills, brand
names, and market-specific information. (p. 714)

So the advantage of JVs comes from the presence of complementary, firm-specific
assets. JVs can be a particularly desirable mode of FDI when the home-country firm is
unsure about the qualities of the foreign-country firm’s assets and wants the opportunity
to study them up close before moving on to a full M&A or when the home-country
firm is only interested in a subset of the foreign-country firm’s assets, so M&A does
not make sense. JVs also occur in large, resource-extraction FDI projects where both
firms are interested in risk sharing and achieving large-scale economies. Finally, in
some circumstances, the foreign-country government chooses to require JVs to ensure
profit-sharing.®

5 Some researchers refer to this as the “Lego” or “turnkey” model of MNE-supplier relationship. See chapter 5 of
Dicken (2007).

© We touched on this in the box on Beijing Jeep in Chapter 9.

7 A more extensive consideration can be found in Choi and Beamish (2004).

8 See chapter 3 of Caves (2007).
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We spent some time in Chapter 10 trying to understand how intra-firm trade takes
place within GPNs. As it turns out, the likelihood of a JV appears to be negatively related
to the amount of intra-firm trade present. Desai, Foley, and Hines (2004) found that
the greater the amount of intra-firm trade in MNEs, the less likely they are to pursue
JVs. The explanation here is that the large amounts of intra-firm transactions are best
handled through wholly owned subsidiaries. But when intra-firm transactions are not
prominent, JVs become a possible FDI mode.

Despite advantages in some circumstances, JVs are notoriously unstable and rela-
tively short-lived.” This is due to the difficulty of managing two firms together, clashes
of organizational culture, and clashes of national culture. This is probably why Hill
(2009) reported that successful JVs usually involve up to 2 years of preliminary nego-
tiations in the areas of technology transfer, asset valuation, divisions of management
responsibility, financial policy, and strategic objectives. Ironically, cultural distance is
one additional reason why JVs are considered in the first place. The home-country firm
might not feel confident enough to execute an M&A when cultural differences loom
large and therefore opt for a JV to lessen resource exposure and engage in cultural
learning. Indeed, the JV irony is larger than that. They tend to form due to differences
between the firms involved, but these very differences make them difficult to man-
age. Despite these difficulties, JVs remain an important component of international
production.

THE HOME BASE

Outside of the “born global” firms mentioned in Chapter 9, MNEs must start in
one country or another in what is known as the home base. Recall our discussion
of UNCTAD’s transnationality index (TNI) from Chapter 9. We saw in that chapter
that, for many of the top nonfinancial MNEs, home bases often account for nearly
one-half of total operations and sales. This alone suggests that home bases are more
than convenient addresses. To begin, the home base of an MNE is in almost all cases the
location of corporate headquarters.'? As it turns out, headquarters are important from
the point of view of intra-firm design, and home base environments can be important
for the competitiveness of MNEs.

Although the role of headquarters can vary from one MNE to another, there are a few
generalizations we can make about them. There is a tendency for certain functions in
the MNE to be centralized within the headquarters in the home base. These functions
include finance, corporate control, and R&D. We mentioned in Chapter 1 that MNEs are
responsible for approximately three-fourths of global, civilian R&D. The location deci-
sions of these MNEs with regard to R&D facilities therefore have tremendous impacts
on the global technology capabilities of countries.!! Financial functions also tend to
be located in corporate headquarters, creating a sort of patron—client relationship with
subsidiaries. Production, marketing, and sales, on the other hand, tend to be dispersed
outward within the global GPN.

9 Evidence on this goes far back, but one example is Park and Ungson (1997). For an early and important analysis
of JVs, see Kogut (1988).

10 For a review of corporate headquarters, see Young et al. (2000).

! Despite the tendency toward centralization of R&D within corporate headquarters, there can be certain R&D
functions that MNEs do choose to decentralize toward subsidiaries in the form of regional R&D units. We will
discuss this issue later.



180

MANAGING INTERNATIONAL PRODUCTION

International business research has also explored the role of the home base in sup-
porting MNE competitiveness. It is possible for these home bases to support the firm-
specific assets that drive MNEs into international production. This was the argument
made, for example, by Michael Porter in his well-known book The Competitive Advan-
tage of Nations (1990), who asked the question: “Why are firms based in a particular
nation able to create and sustain competitive advantage against the world’s best com-
petitors in a particular field?” (p. 1). Porter’s answer was in terms of four determinants of
competitive advantage: factor conditions; demand conditions; related and supporting
industries; and firm strategy, structure, and rivalry.!> We consider each in turn.

Factor conditions. In Chapters 2 and 3, we discussed the role of factor endowments
in determining absolute and comparative advantage. The factors we considered (labor,
land, natural resources, and physical capital) are what Porter called basic factors that are
largely inherited. More important from Porter’s point of view are advanced factors that
are created. These advanced factors include such things as sophisticated infrastructure,
labor educated and trained in very specific ways, and focused research institutions.
Porter also made a distinction between generalized factors and specialized factors. Gen-
eralized factors can be used in a number of different industries, whereas specialized
factors are tailored for use in specific industries. Porter argued that sustained competi-
tive advantage has its basis in the creation of advanced and specialized factors.

Demand conditions. Porter stressed three aspects of demand conditions in the home
base. These are demand composition, demand size and pattern of growth, and degree
of internationalization. Porter argued that sophisticated, demanding, and anticipatory
home demand contributes to firms’ success. To take one example, Porter argued that
the low gasoline prices in the United States (by global standards) have contributed to
domestic demand that is out of step with global demand trends for fuel-efficient cars.
This can help to explain the long-term competitive issues that have plagued “Detroit.”
As a second example, Porter pointed to the small living quarters and sophistication
with electronic goods in Japan as contributing positively to competitive success in the
Japanese electronic keyboard industry.!?

Related and supporting industries. Porter stressed the important role played by sup-
plying industries in the home base. He argued that these suppliers can provide the
MNE with better developed inputs that reflect ongoing coordination between the MNE
and its suppliers and that this coordination also supports innovation and upgrading
for both the MNE and its suppliers. This possibility points to the importance of the
relational model of inter-firm relationships we discussed previously. Porter and others
have emphasized the gains to competitiveness that arise from the presence of clusters of
competitive, domestic suppliers. We will take up this issue later.

Firm strategy, structure, and rivalry. Porter recognized that one country differs from
another with regard to managerial systems and philosophies and with regard to capital
market conditions. He suggested that institutional environments that allow firms to
take a long-term view contribute positively to competitiveness. Also important, how-
ever, is the presence of a large number of competing firms or rivals in the domestic
industry. Porter claimed: “Among the strongest empirical findings from our research is

12 These four aspects of the home base are often represented graphically in a diamond format that became known
as the Porter diamond. Two other subsidiary determinants are chance and government policy.

13 These two examples can be related. A Japanese person once remarked to me (a U.S. citizen): “Your cars are
bigger than our apartments!”
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the association between vigorous domestic rivalry and the creation and persistence of
competitive advantage in an industry” (p. 117). We know from introductory microeco-
nomics that competition among firms is necessary for allocative efficiency in a market
system, but Porter also stressed the role of domestic rivalry in contributing to dynamic,
technological efficiency. This was the case, for example, in the Japanese industrial robot
sector discussed in Chapter 2.

In Chapter 10, we discussed Intel’s decision to locate an assembly and testing plant in
Costa Rica. There is a good deal of evidence that Costa Rican officials, particularly those
in the Costa Rican Investment Board (CINDE in Spanish), were in communication with
Michael Porter during the years leading up to Intel’s decision. This was to help promote
a “focused development” in Costa Rica in the area of computer products that proved to
be quite successful. We next turn to some aspects of focused development in the form
of spatial clusters.

SPATIAL CLUSTERS

In Chapter 9, we mentioned the recent rise of flexible manufacturing and its con-
tributions to the competitive success of some MNEs, especially those based in Japan.
In this chapter, we have stressed the potential role of the home base in contributing
to the competitive success of MNEs. It turns out that the flexibility and home base
concepts converge in a phenomenon we mentioned in the previous section, that of
spatial clustering.

Variously referred to as clusters, networks, centers of excellence, and industrial
districts, what we will term spatial clusters first came to be noticed in Silicon Valley
in the United States (semiconductors again!), in what is now known as the Third Italy,
in Southern Germany, and in East Asia. Malmberg, Solvell, and Zander (1996) defined
a spatial cluster as “a set of interlinked firms/activities that exist in the same local and
regional milieu, defined as to encompass economic, social, cultural and institutional
factors” (p. 91). Putting aside for a moment the role of the milieu, spatial clusters evolve
because of the nature of the innovation process.

As emphasized by Kogut and Zander (1992), much productive knowledge cannot
be codified into explicit forms. Rather, this tacit knowledge must be communicated
via a social process of face-to-face interaction over a relatively long period of time.
Consequently, innovation and learning comprise a spatially located, social, and col-
lective process among a group of firms."* As Malmberg, Sélvell, and Zander (1996)
pointed out, “the very nature of the innovation process tends to make technological
activity locally confined” (p. 90). A particular case of this in Pakistan is discussed in the
accompanying box.

Why can spatial clusters contribute to the productivity of firms? First, the concen-
trated communication made possible by a cluster increases learning and innovation.
This, in turn, contributes to the dynamic, technological efficiency of firms in the cluster.
Second, trust increases over time, and this facilitates contracting and exchange among
firms (the relational model discussed earlier). Third, a common business culture devel-
ops, and this reduces uncertainty. These processes are particularly important in flexible

14 See also Scott (1995). Spatial clusters are one example of positive externalities that can exist among firms.
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manufacturing systems because these are “strongly externalized” or “transactions-
intensive” (Scott, 1995). That is, much of the activity in flexible production systems
takes place among firms, especially between core firms and their suppliers. The dotted
lines of GPNs such as those in Figure 11.1 can be as important as the solid lines, and
the inter-firm relational model discussed previously can be extended to whole sets of
suppliers within a spatial cluster.

A cluster exists within a milieu. The milieu consists of the cluster’s firms, the knowl-
edge embedded within the cluster, its institutional (e.g., legal) environment, and the
ties of the cluster’s firms to customers, research institutions, educational institutions,
and local government (Malmberg, Sélvell, and Zander, 1996). The milieu supports the
cluster with rules and norms for business activity, social cohesion, business culture, and
government support.

Porter (1990) suggested that government policies can address spatial clusters when
considering investments in education, research, and infrastructure. In the realm of edu-
cation, specialized training closely tied to spatial clusters can be very important. This
specialized training can be provided by technical institutes or professional associations.
Government can play a direct, albeit limited, role in “the testing of materials, inspection
and certification of quality control standards, calibration of measurement instruments,
establishment of repositories of technical information, patent registration, research and
design, and technical training” (Battat, Frank, and Shen, 1996, p. 22).!> Finally, compe-
tition policies can restrict horizontal collusion while fostering vertical communication
and collaboration.

What is the importance of spatial clusters and milieux to the MNE? In its home base,
an MNE obviously has the possibility of contributing to the local cluster and milieu.
This is the message of Porter in his emphasis on the home base discussed previously.
Porter overemphasized the role of the home base, however, in underestimating the
potential of foreign suppliers to support an MNE’s competitive advantage. Indeed, it
is possible that an MNE can tap into selected foreign clusters and milieux. For these
reasons, spatial clusters can be important in both the home base and in the foreign
operations of MNEs.

The Surgical Instruments Cluster in Pakistan

It might be surprising to some readers, but the second-largest exporter of stainless steel
surgical instruments in the world is Pakistan, a country that has been making surgical
instruments for more than a century. The advent of surgical instrument manufacturing
is traced back to the 1890s when local ironsmiths began repairing the instruments of a
local hospital. Now the surgical instruments sector in Pakistan is in the form of a cluster,
centered in the city of Sialkot and consisting of 350 firms and 30,000 workers making
thousands of different types of instruments.

Our preceding discussion of clusters and milieux emphasized their social nature.
The research of Nadvi (1999) showed that this is certainly a key characteristic of the

Sialkot cluster. Nadvi commented that “Social networks can have an important impact

15 As an example, Porter (1990) cited a materials testing institute linked to the German cutlery cluster in the city
of Solingen. Battat, Frank, and Shen (1996) cited the Singapore Institute of Standards and Industrial Research.
Brenton et al. (2009) stressed the importance of metrology, testing, and conformity assessment facilities in
helping potential exporters meet evolving standards.
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on the workings of local firms. They can provide a basis for regulating inter-firm rela-
tions, thereby mediating local competition and co-operation, and facilitate the historical
sedimentation of ‘tacit,” sector-specific knowledge” (p. 143). Nadvi also noted that com-
munication within the Sialkot cluster is intense, taking place both within and outside
of the official trade association. The social networks along which the communication
takes place are supported by systems of kinship (biraderi), extended families (most firms
are family firms), and localness in geographic, cultural, and historical senses. Conse-
quently, “Trust, reputation and honour in business relationships are intertwined with
the social relations that agents have with each other and their overall social standing”
(p. 156). Despite these social ties, however, rivalry is intense among firms, especially at
the marketing end of value chains, and this rivalry promotes competitiveness.

Much less positively, the Sialkot surgical instruments cluster has been implicated in
the use of child labor in the making of surgical instruments. The Pakistani government
itself estimated that there are a few thousand children employed in the Sialkot cluster.
The International Labor Organization has been collaborating with the United Nations
Children’s Fund (UNICEF) and the Pakistani government to attempt to remove children
from the cluster and to enroll them in schools.

The most important surgical instruments cluster in the world is that in Tuttlingen,
Germany. Navdi and Halder (2005) examined the relationship between the Sialkot and
Tuttlingen clusters. They found that the Sialkot cluster specializes in more mature prod-
ucts, whereas the Tuttlingen cluster specializes in the development of new products and
that actors in the Tuttlingen cluster are involved in supporting technical development
and equipment upgrading in Sialkot. The reason for this is that the Tuttlingen cluster
relies on the Sialkot cluster for outsourced work. A constraint on the Sialkot cluster
is a very shallow milieu that forces it to rely on Tuttlingen for technical upgrading.
Recognizing this, actors in the Sialkot cluster have invested directly in the Tuttlingen
cluster. Inter-firm relationships, therefore, can exist between clusters separated by great
distances in the world economy.

Sources: Nadvi (1999), Navdi and Halder (2005), International Labor Organization, and
Government of Pakistan

RESEARCH AND DEVELOPMENT

In our consideration of the home base above, we stated that there is a tendency to cen-
tralize R&D functions in the home base country or even in the corporate headquarters.'®
Thatis fine as a general rule. But we have also seen that Intel has chosen to locate R&D in
a number of countries outside of its home base. Given MNEs’ involvement in approx-
imately three-fourths of global, civilian R&D, the way in which MNEs configure R&D
within their GPNs matters enormously to global technological capabilities. To obtain a
perspective on the magnitudes involved, consider Figure 11.2. This figure reports R&D
expenditures for five of the MNEs listed in Table 9.5 (Ford, DaimlerChrysler, Toyota,
Volkswagen, and Honda) and five emerging markets (Taiwan, Brazil, Russia, India, and
Mexico). What is clear from this figure is that MNE R&D expenditures are on the same
order of magnitude as those of many significant countries in the world economy. Given
these magnitudes, where MNEs choose to locate their R&D is no small matter. There is

16 For example, UNCTAD (2005) reported that “R&D is among the least internationalized segments of the (MNE’s)
value chain; production, marketing and other functions have moved abroad much more quickly” (p. 121).
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billions US$

BR&D Expenditures

Figure 11.2. R&D Expenditures of Selected MNEs and Countries, 2002 (billions of US$). Source: UNCTAD
(2005)

a historical element to the R&D issue. Throughout the era of Fordism and early in the
era of Toyotism (see Chapter 9), the tendency to conduct R&D in the home base was
strong. Hill (2009) described this era in the following terms:

In those days, the role of foreign R&D amenities was straightforward: to adapt prod-
ucts and services to the needs of regional and individual markets. Basic R&D was
performed in the home market to gain research scale economies, safeguard new prod-
uct ideas, and facilitate communication with core functional areas such as marketing
and manufacturing. (p. 424)

This historical pattern of R&D in MNE GPNss is now undergoing a change. Part of the
reason is due to the information and communication (ICT) developments discussed in
Chapter 1. A second reason was identified in the preceding box on the “end of corporate
imperialism,” namely the rise of emerging markets and the need to better tailor products
to these markets. A third reason, however, might be the most fundamental of all. As
we saw in Chapter 9, the list of largest MNEs in the world is dominated by firms from
Western Europe, the United States, and Japan. But the talent and creativity for effective
R&D is no longer confined to these three areas. To name just two countries, China and
India have emerged as sources of scientific and engineering talent.!” MNEs that want
to tap into this talent can either recruit it by bringing it to their home bases and other
R&D sites (a possibility we will discuss in Chapter 12) or begin to relocate their R&D.
Many MNEs have chosen to relocate some aspects of their R&D.

17 See, for example, Yusuf, Nabeshima, and Perkins (2006).



RESEARCH AND DEVELOPMENT 185

From an economic perspective, relocating R&D to these new sources of scientific
and engineering talent can make a great deal of sense. As reported by Khurana (2006),
“both China and India offer dramatic cost advantages of 30—-60 percent, even after
accounting for training and coordination costs” (p. 50). These realities have forced
MNEs to rethink the role of R&D in their GPNs, choosing to locate specific kinds of
R&D outside of the home base and developing regional R&D facilities that they link
together in coordinated networks. If a trend can be identified, it is for basic research
(the R in R&D) to remain in the home base, with more applied research (the D in R&D)
moving abroad.!'®

Dicken (2007, chapter 5) noted that the R&D element most likely to be dispersed
throughout MNEs GPNss is the support laboratory. The purpose of this R&D unit is to
“adapt parent company technology to the local market and to provide technical backup”
(p- 144). There is a tendency to locate these in association with production facilities.
Less often, but increasingly, MNEs choose to set up the aforementioned regional R&D
laboratories with more responsibilities than support laboratories, including a focus
on new product development. Asia is a common location for these laboratories.'
The potential role of intellectual property in these changes is discussed in the
accompanying box.

TRIPS and International Production

In Chapter 7, we considered the World Trade Organization’s Agreement on Trade-Related
Intellectual Property Rights (TRIPS) and noted that this was a new and powerful area of
operation for the WTO. In Chapter 9, we considered the three general modes of market
entry (exporting, contractual, and FDI) and noted that the choice was influenced by
dissemination risk and the role of firm-specific assets. One key type of firm-specific asset
is intellectual property, so the question arises regarding whether increased intellectual
property protection might have an impact on the mode of international production.

There are many ambiguities involved in this issue, but one thing is clear. To the extent
that increased protection of intellectual property occurs under the TRIPS and recourse to
WTO dispute settlement grows with dispute settlement cases in this area, dissemination
risk should decrease. As dissemination risk decreases, we should see a switch from FDI
to contractual modes of entry, particularly that of licensing. We can call this a switching
effect of TRIPS on international production.

In addition to the switching effect, there might also be a volume effect. That is,
increased intellectual property protection might increase the overall amount of inter-
national production through all modes: exporting, contractual, and FDI. In the case of
exports, evidence suggests that stronger enforcement of intellectual property rights does
lead to increased exporting overall. Two caveats to this result appear, however. The result
is strongest for middle-income export destinations where the threat of dissemination
risk is greater. Also, the result is less strong for high-technology exports, for which FDI
and licensing appear to be preferred modes of foreign market entry.

18 See, for example, chapter 7 of Caves (2007) and the many references therein.

19 The Economist (2010) wrote that “the world’s biggest multinationals are becoming increasingly happy to do
their research and development in emerging markets. Companies in the Fortune 500 list have 98 R&D facilities
in China and 63 in India. Some have more than one” (p. 4).
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In the case of contracting, there also seems to be a volume effect that reinforces
the switching effect. It is possible that this can have a positive impact on technology
transfer in the case of technology licenses, but this particular possibility needs further
investigation and case studies.

For volume effects in the case of FDI, the results are more mixed. Intellectual property
protection does seem to matter for FDI flows to middle-income countries, but less so
for low-income countries. As Fink and Maskus put it: “A poor country hoping to
attract inward FDI would be better advised to improve its overall investment climate
and business infrastructure than to strengthen its patent regime sharply, an action that
would have little effect on its own” (2005, p. 7). Given the ongoing controversies regarding
TRIPS, further research to investigate potential volume effects will always be welcome.

Sources: Fink and Maskus (2005) and Nicholson (2007)

CONCLUSION

The design and management of GPNs, and the role of MNEs within them, are a
complex process. The process can be considered as having two aspects: intra-firm
design and inter-firm relationships. There are no specific models of either intra-firm
design or inter-firm relationships that can be identified as optimal. Rather, there are
ranges of options available to MNEs and their suppliers that can vary from sector to
sector and firm to firm. Heterarchy often serves as an important mode of operation
in the face of multiple demands placed on MNEs, but it too involves management
challenges.

The home base has been shown to play a particularly important role for MNEs
and can be analyzed in terms of factor conditions, demand conditions, related and
supporting industries, and firm strategy, structure, and rivalry. Both home-base and
foreign spatial clusters can provide benefits to competitiveness. The paradox between
the local emphasis of spatial clusters considered in this chapter and the global emphasis
of the OLI framework considered previously is simply a part of the dynamics of the
world economy. Both need to be reckoned with. So does the ongoing issue of how to
best disperse various R&D functions within GPNs in light of new, growing markets and
emerging talent outside of traditional MNE home bases.

REVIEW EXERCISES

1. Please provide specific examples of an intra-firm design issue and an inter-firm
relationship issue, the latter in the context of an MNE and a supplier.

2. What s the difference between a basic factor of production and an advanced factor
of production? What is the difference between a generalized factor of production
and a specialized factor of production? Please give specific examples of these.

3. DPlease use an Internet search engine to identify a joint venture that is currently
in operation. Can you gain some insight into the motivation for this JV?

4. In our discussion of the surgical instruments cluster in Pakistan, we raised the
issue of child labor. In your view, is this a cultural issue to which an international
manager must be sensitive, or is it a violation of global norms that the manager
should confront head on?
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FURTHER READING AND WEB RESOURCES

An important journal covering the subjects of this chapter is the Journal of International
Business Studies. The books by Caves (2007) and Dicken (2007) are also important here,
as in Chapters 9 and 10. Although slightly dated now, Bartlett and Ghoshal (2002) is
still very much worth reading. So is the encyclopedic book by Dunning and Lundan
(2008). One of Porter’s more recent works on clusters is Porter (1998).
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As described in Chapters 9, 10, and 11, international production occurs when firms
either form contractual relationships across national borders or when they engage in
foreign direct investment (FDI), stretching the firm’s own boundary across national
borders in the latter case. But there is a third means by which international production
can take place, namely the movement of people across national borders in the form
of temporary or permanent migration. At the time of this writing, this mode of
international production involves approximately 200 million migrants, or 3 percent of
the world’s population. As such, migration is an important component of the world
economy.

As we discussed in Chapter 1, the world economy has experienced significant liberal-
ization of trade, FDI, and financial flows. These are the processes that have characterized
economic globalization. Not so with labor, however. As barriers to the movements of
goods, services, direct investment, and finance transactions have fallen over time, bar-
riers to the movement of people have largely remained in place or even increased. This
has caused some international economists (e.g., Pritchett, 2006) to refer to “everything
but labor” globalization. That said, some specific types of labor flows have increased
over time, and it is very much worthwhile to examine these in some detail.

We begin our consideration of migration by examining types of migration. We then
consider the migration decision in its economic aspects. We take up high-skilled and
low-skilled migration and then turn to the issues of remittances and migration policy.
Finally, in an appendix, we consider the relationship between comparative advantage
and migration.

Analytical elements for this chapter:

Countries, firms, and factors of production.

TYPES OF MIGRATION

There are many types of international migration with different degrees of relevance
to the issue of international production. To take one possible categorization, Beath,
Goldin, and Reinert (2009) distinguished among nine different types of international
migration. We briefly consider each of them here:

* Permanent high-skilled migration involves permanent residence and is sometimes
granted in countries such as Australia, New Zealand, Canada, the United States,
and the European Union. It is granted to high-skilled migrants often at the urging
of hiring corporations such as the multinational enterprises (MNEs) we discussed
in Chapters 9 through 11. Leading source countries include China and India.

o Temporary high-skilled migration is similar in motivation to permanent high-
skilled migration but can be more politically palatable in some cases where there
is political resistance to granting permanent residence.

o Temporary low-skilled migration is more important in volume than temporary
high-skilled migration. Temporary low-skilled migration includes migrant work-
ers in the areas of manual labor, construction, domestic service, and nursing.

* Family migration allows permanent residence to the families of those who have
already gained this residence. Beath, Goldin, and Reinert (2009) note that
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“family migration is among the largest channels of migration and represents a
disproportionate share of flows from low- and middle-income countries to high-
income countries” (p. 766).

* Coethnic and national priority migration exists in some countries and involves
granting permanent residence based on ethnic background, religious affiliation,
and national origin. The most famous and controversial is Israel’s “Law of Return.”

* Asylum seekers are granted certain rights by the 1951 Geneva Convention address-
ing persons with well-founded fears of persecution.

* Refugees are those who flee to neighboring countries to escape war, famine, or
environmental catastrophes. They become the responsibility of the United Nations
High Commissioner for Refugees. The International Organization for Migration
(IOM) estimates that there are about 16 million refugees.

* Undocumented migration involves both voluntary and nonvoluntary (trafficked)
illegal migrants. In some regions (e.g., North America and part of Africa), these
flows can be quite significant. The IOM estimates that there are about 25 million
undocumented migrants.

* Visa-free migration relates to our discussion of common markets in Chapter 8 that
involve the free movement of both labor and capital. The European Union is a
prime example of visa-free migration, but this arrangement also exists between
Australia and New Zealand, for example.

All of these nine types of migration are important from political, human rights, and
public policy perspectives, but not all of them are relevant to international production.
In this chapter, we focus on high-skilled and low-skilled migration. Before we take on
these specific types of migration, however, we need to consider the migration decision
itself.

THE MIGRATION DECISION

Just as we need to know what considerations are involved for firms in the foreign
market entry decision (Chapter 9), so we need to know what motivates migrants in their
decision making. We will focus on the economic decision making of potential migrants,
understanding that in some cases, such as refugees considered in the preceding section,
noneconomic issues might be more potent. In focusing on the economic decision
making of migration, we will identify a set of factors that influence the decision-making
process. To set the stage, consider the following summary from de Haas (2007):

In reality, migration is a selective process. The poorest tend to migrate less than those
who are slightly better off. This seems particularly true for relatively costly and risky
international migration. ... Labor migrants generally do not flee from misery but
move deliberately in the expectation of finding a better or more stable livelihood, and
of improving their social and economic status. Moreover, in order to migrate, people
need the human, financial and social resources as well as the aspiration to do so.
(p. 832)

Let’s see how we might capture these considerations analytically by identifying five
factors that influence migration decisions of potential migrants from Morocco (M) to
the European Union (EU). These factors are relative wages, youth population growth,
financial resources, education levels, and migrant networks. We consider each of these
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factors in turn using Figure 12.1. The first factor (relative wages) and the following four
factors (youth population growth, financial resources, education levels, and migrant
networks) affect Figure 12.1 differently. Relative wages will be a “movement along”
factor, whereas the other four will be “shift” factors.!

Relative wages. One central variable that influences migration is relative wages (rw),
particularly relative unskilled wages, and we measure the wage in the EU to that in
Morocco as rw = ‘%’ The larger is this relative wage measure, the greater the number
of Moroccans who would like to emigrate to the European Union. As rw increases
or decreases, there is a movement along (up or down) an “emigration supply” (ES)
curve in Figure 12.1. For example, an increase of the relative wage from rw; to rw, will
increase the desired emigration from E; to E,.

Despite the importance of the relative wage as a factor in the migration decision, other
factors can be even more important. Indeed, Hatton and Williamson (2009) emphasized
that wage gaps among countries “will not by themselves explain emigration” (p. 17).
The other four factors in our list each have the effect of shifting the ES curve in
Figure 12.1.

Youth population growth. Population growth in Morocco will increase the number
of individuals who are considering emigrating from Morocco to the EU. Particularly
important here is growth of the youth population. The young are more prone to be
risk-takers, and because the net benefits of migration can take a long time to accrue
to the individual migrant, the young are more likely to have the years ahead of them
for net benefits to become positive. The age structure of populations can therefore
influence the migration decision. An increase in the youth population will have the
effect of shifting the ES curve in Figure 12.1 to the right.

Financial resources. The cost of emigration can be substantial and include not just
the direct costs of (legally or illegally) traveling from one country to another, but also
the opportunity costs of leaving the home country with its family and friends and the
risks involved in settling in a new country. A consequence of these costs is that, despite
the desire to migrate, many poor people cannot finance migration. Reflecting this, there
is a tendency for the effective ES curve of Figure 12.1 to move to the right as per-capita

! This will be similar to “movement along” and “shift” factors affecting the demand and supply curves of
Chapter 2.
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income or gross domestic product (GDP) rises from low- to middle-income levels and
improves the ability of potential migrants to finance the move. This is why de Haas
(2007) stated earlier that “The poorest tend to migrate less than those who are slightly
better off” (p. 832).

Education levels. An increase in education levels in Morocco will have the effect of
increasing the aspirations of Moroccans and making them more aware of economic
and social possibilities abroad. Increased education also allows Moroccans to better
absorb and process information flows from the EU in order to assess opportunities
there. Increased education levels have the effect of shifting the ES curve in Figure 12.1
to the right.

Migrant networks. Beath, Goldin, and Reinert (2009) noted that “the willingness of
people to migrate will increase with the quantity and quality of information that is avail-
able” (p. 170). The information in question is that related to the destination country.
The potential migrant in Morocco needs to know something about the economic and
social environment in the EU. In many cases, this information is provided by preceding
migrants. Migrant networks are conduits of information back to potential migrants in
origin countries. As migrant networks develop, quality information flows increase and
the ES curve of Figure 12.1 again shifts to the right.

Historical evidence suggests that shifts of the ES curve in Figure 12.1 can be more
significant than movements along the curve.? What is more, the four shift factors can
work together as origin countries develop. Suppose we turn the clock back a bit to a time
when per-capita GDP in Morocco was much lower than it is today. As GDP per capita
increases from this initial low level, infant mortality decreases, whereas education levels
and youth population increase. The increase in GDP per capita, youth population, and
education levels shifts the ES curve to the right. As the first Moroccan migrants succeed
in establishing lives in the EU, quality information flows increase and the ES curve shifts
even farther to the right.

The approximate correlation of all these four shift factors in time can lead to a
phenomenon known as the migration hump.®> A highly stylized migration hump is
presented in Figure 12.2. This figure shows that, as GDP per capita increases from
low to medium levels, emigration increases. As GDP per capita increases further from
medium to high levels, economic opportunities expand in Morocco relative to the EU,
youth population begins to shrink in Morocco, and emigration decreases.* It is for these
reasons that some observers (e.g., de Hass, 2007) see the migration hump as simply a
part of the socioeconomic development process in source countries.

What is the significance of the migration hump for understanding global migration
patterns? First, it alerts us to the fact that, barring political or ecological impetus,
relatively little international migration occurs from low-income countries. Rather, most
of it is from middle-income countries. Second, the migration flows that occur near the
peak of the migration hump can persist for some time (perhaps a decade or two) as
source countries move through the middle-income range of GDP per capita. Third,
as pointed out by de Haas (2007), economic development from relatively low levels of
GDP per capita will increase rather than decrease outward migration flows in distinct

2 See Hatton and Williamson (2009).

3 See, for example, Zelinsky (1971), Martin and Taylor (1996), Olesen (2002), and Goldin and Reinert (2007).

4 The sharp-eyed reader will begin to see a link here to the idea of a demographic transition in development and
population studies.
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contrast to some claims. Globalization in some forms might support development of
low-income countries, but this development will spur outward migration.

HIGH-SKILLED MIGRATION

In Chapter 11, we discussed the recent phenomenon of MNEs beginning to locate some
types of research and development (R&D) facilities in countries with emerging science
and engineering talent. However, it is also possible for this science and engineering
talent to itself move. And so it does in the form of high-skilled migration (HSM),
both temporary and permanent. Hart (2006) and others provided warnings that data
on HSM are both scarce and unreliable, but nevertheless some patterns are discernible.
For example, HSM has been on an upward trend for some time now. The increase in
demand for HSM appears to be related to skills-based technological change in high-
income destination countries that is related to the information and communication
technology (ICT) advances we discussed in Chapter 1. There is increasing evidence that
the demand for HSM will not abate.> For example, the Financial Times (2010) reported
that, even for the U.S. manufacturing sector that shed more than 2 million jobs between
2008 and 2010, skilled shortages are acute.

Evidence presented in Bauer and Kunze (2004), although incomplete, suggests that
the types of firms that hire HSM tend to be larger firms that are more internationalized
via foreign ownership and exports. However, firms active in HSM face volatile policy
regimes. For example, for the case of the U.S. H1-B visa that supports HSM into the
United States, the baseline quota is only 65,000. This jumped up to 115,000 in 1999
and 2000, and then to 195,000 in 2001, 2002, and 2003. Then it was abruptly decreased
back to 65,000 in 2004. This is not the sort of environment conducive to long-range
human resource planning on the part of high-technology firms in the United States.®

As emphasized by Goldin and Reinert (2007), “today’s skilled migrants are not typical
of the communities they leave behind, as they often have been trained at substantial cost

> Bauer and Kunze (2004) noted that the rising relative wage for high-skilled workers indicates that, despite the

rise of HSM, there is an increasing demand for these kinds of workers.
6 See The Economist (2010b).
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to the taxpayers of source countries with the expectation that they would serve their
communities” (p. 172). That they have not done so to the extent expected is related
to the phenomenon of brain drain. Brain drain refers to the loss of human capital in
low-income source countries due to the migration of citizens to foreign destination
countries.” For example, El-Khawas (2004) pointed out that there are more Ethiopian
doctors in Europe and North America than in Ethiopia. This example is significant
because brain drains in the health sector can be particularly severe. Particularly in low-
income countries with HIV/AIDS and other health crises, the loss of trained doctors
and nurses can be traumatic.®

Recently, return migration back to home countries has begun, and these new flows
have at times transferred technology and entrepreneurial skills back to the origin
countries. For example, Saxenian (2002) emphasized the role of Chinese and Indian
return migrants in developing high-technology clusters in Taiwan, China, and India.
She regards these “transnational communities” as players in their own right in the
world economy, global actors along with MNEs and national governments.” Return
migration flows have potential consequences for brain drain. There is a hope that the
phenomenon of brain drain can evolve into “brain circulation” in which expatriates
from developing countries return either temporarily or permanently to contribute to
what might be called “intellectual remittances.” For example, Saxenian (2005) described
some of these return migrants as follows:

When foreign-educated venture capitalists invest in their home countries, they trans-
fer first-hand knowledge of the financial institutions of the new economy to peripheral
regions. These individuals, often among the earliest returnees, also typically serve as
advisers to domestic policymakers who are anxious to promote technology growth.
As experienced engineers and managers return home, either temporarily or perma-
nently, they bring worldviews and identities that grow out of their shared professional
and educational experiences. These cross-regional technical communities have the
potential to jump-start local entrepreneurship. (p. 36)

As shown by Docquier and Lodigiani (2010), these return migrants can even have
a subsequent, positive effect on inflows of FDI. The return migration and subsequent
enterprise development act as a signal to foreign MNEs that conditions are ripe for FDI
by enhancing the location advantages we discussed in Chapter 10. To the extent that
these reverse HSM flows can assist in the development of home countries, they are to
be welcomed and encouraged.

LOW-SKILLED MIGRATION

Although HSM might be the more interesting subject from a technological perspective,
it actually encompasses a minority of global migrants. More migrants fall into the
category of low-skilled migration (LSM). LSM is also often subject to the most political
controversy, involving individuals who might seem more unlike the original or current

7 As stated by OECD (2005), “emigration of highly skilled workers may adversely affect small countries by
preventing them reaching a critical mass of human resources, which would be necessary to foster long-term
economic development.”

8 Approaches to deal with the difficult issue of brain drain of health professionals were discussed in Martineau,
Decker, and Bundred (2004).

¥ Saxenian (2002) also explored the role of these “technical communities” in the development of global production
networks or GPNs discussed in Chapters 10 and 11.
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populations of host countries. Nevertheless, there are fundamental economic forces at
play in LSM, forces that show no signs of abating. The supply side of LSM can be roughly
described using our previous discussion of Figure 12.1. But there are also interesting
characteristics of the demand side in destination countries. The first of these relates to
demographic trends in some destination countries, notably those in the EU, but also
Japan. Italy, Germany, France, the United Kingdom, and Japan are all experiencing or
are about to experience absolute declines in their populations as fertility rates fall below
“replacement” levels. This is sometimes referred to as the “birth dearth.”!? The evolving
birth dearth can cause an increase in demand for migrants.

A second fundamental demand-side characteristic involves what Pritchett (2006)
referred to as “productivity-resistant, low-skill, hard-core non-tradable services.” It
has long been recognized that some types of services are resistant to productivity
growth. This has been associated with the work of William Baumol and is known as
the “Baumol effect” or “cost disease.”!! In a case often mentioned, it is difficult to in-
crease the productivity of haircuts, for example. This is also true of other low-skilled
services, and these are often nontradable services. The persistence of these kinds of
services in the structures of modern economies, as well as their nontradable nature,
ensures that there will always be increasing demand for migrants to perform them. As
Pritchett noted, “although the future belongs to greater and greater levels of technol-
ogy, information revolution, and capital-labor substitution, the future of employment
belongs to haircuts” (p. 35).

These two demand-side characteristics, combined with supply-side changes dis-
cussed previously, ensure that LSM is an important component of the modern world
economy. LSM has been a part of the European Union countries and the United States
for decades now, but recent demand for LSM has emerged in the Middle East and
East Asia. LSM has therefore become a key feature of many important parts of the
world economy. We can get a graphical sense of these changes using Figure 12.3. This
figure combines the emigration supply (ES) graph of Figure 12.1 with an immigration
demand (ID) graph. For reasons we have discussed here, both of these graphs shift to

19 One important exception to this is the United States, also a key LSM destination country. On the birth dearth
in Japan, see The Economist (2010c). On Germany, see Dempsey (2011).
! This goes back to Baumol (1967).
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the right. As they do, low-skilled emigration from Morocco to the EU increases. As
this graph is drawn, the relative unskilled wage remains the same, but it could either
increase or decrease.

LSM is much more likely than HSM to also fall into the categories of refugees and
undocumented migration mentioned at the beginning of this chapter. For example,
The Economist (2010a) reported that there are up to 3 million low-skilled migrants
in Thailand and that many of these are undocumented workers who are refugees
from Myanmar. The illegal nature of much LSM makes it politically volatile but also
economically attractive to firms hiring them since the workers have no bargaining
power. Illegality also makes the migrants open to exploitation and abuse. For example,
as stated by Goldin and Reinert (2007), “In source countries, recruitment agencies
and brokers may demand large sums up front from prospective migrants....Some
migrants evidently consider this to be a price worth paying, although few are offered
any reciprocal guarantees that the conditions of employment will be as promised”
(pp. 162-163). In many cases, they are not. As documented in the accompanying box,
tragedy can also ensue.

Migration Gone Wrong: The Morecambe Bay Cockle Tragedy

In February 2004, Chinese migrants were working in Morecambe Bay of the United
Kingdom, collecting cockles. The workers were illegal, unskilled migrants, most from
the Fujian province of China. Many of them had migrated with the financial help of
family and village members with the hopes that they would send remittances back
home. Most of the workers paid criminal “snakehead” gangs in order to migrate to the
United Kingdom. Consequently, their work in the United Kingdom was overseen by a
“gang-master.”

The Morecambe Bay is notorious for its swift tides and quicksands. The Chinese
migrants were tragically cut off from the shore by a rising tide. They tried to place a
distress call with the words “sinking water,” but due to the language barrier, this was
not successful. Twenty-three of the cockle gatherers drowned. Realizing the danger he
was in, one migrant, Guo Bin Long, was able to use his mobile phone to call his wife in
China. He said to her, “I am in great danger. I am up to my chest in water. Maybe I am
going to die.” He did.

Here we have a small piece of globalization, a migrant financed by his village to the
extent that he was equipped with a mobile phone, utilizing advanced ICT to communicate
with his wife in China. At that level, globalization was operating with sophistication.
However, Guo Bin Long was operating under the cover of illegality and a gang-master
who eventually went to jail for the incident. At that level, globalization was acting in
tragic form. As a survivor reported, “We worked in conditions of hell, we had rotten
food, rotten accommodation and worked in very cold conditions and dark, risking our
lives trying to make a living in this country.”

This tragedy of migration became immortalized in a 2006 British film “Ghosts.”
The UK Guardian newspaper described the film as a “harsh, in-your-face movie that
should have audiences worrying that something must be done about the issue it raises.”
Advocates for low-skilled and illegal migrants worldwide would agree.

Sources: British Broadcasting Corporation (BBC) and UK Guardian
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Figure 12.4. Remittances, 1970 to 2008. Source: World Bank, World Development Indicators

REMITTANCES

When migrants begin working in foreign countries, they don’t abandon all ties to their
home country. Particularly in an era of calling cards and electronic money transfers,
maintaining ties with family and friends in one’s home country is easier now that in
past decades. One part of maintaining ties with the home country involves migrants
sending money back to family members in the form of what are known as remittances.
These flows have become increasingly important in the world economy.

Data on remittance flows going back to 1970 are presented in Figure 12.4. As is clear
from these data, remittance flows have increased dramatically since the mid-1990s.
What is also clear is that most of the increase in remittances has been to middle-
income countries.'? In some countries and regions, remittance inflows now exceed FDI
inflows. Remittances to the developing (low- and middle-income) world in 2008 were
$328 billion dollars. This was more than double the amount of official development
assistance (ODA) in that year. As emphasized by The Economist (2009), these flows can
have significant and positive impacts in developing countries by directly transferring
income more efficiently than foreign aid.'®

The positive role that remittances (and therefore international production via migra-
tion) can play in source countries seems to be related to something we considered at
the beginning of this chapter, namely migrant networks. For example, Woodruff and

12 This parallels the increase in FDI flows to middle-income countries we discussed in Chapter 1. See Figure 1.2
of that chapter.

13 Pozo (2009) noted that “Previously, little effort was expended to measure and analyze (remittance) flows because
they were thought to be small in magnitude and of little significance for most countries. Evidence to the contrary
has motivated policymakers and others to pay closer attention to the measurement, determinants, and impact
of remittances” (pp. 963-964).
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Zenteno (2007) provided evidence that migrant networks between the United States
and Mexico have helped channel remittance flows to microenterprise development in
Mexico. Similar efforts have taken place in El Salvador. There is also evidence that
remittances can act as a risk-management strategy for poor households in developing
countries through income source diversification and can contribute to human capi-
tal investments in some cases, offsetting to some extent brain drain effects.!* Further,
Dadush and Falcau (2009) noted that “the availability of foreign exchange through
remittances increases the food security of drought-prone countries and enables coun-
tries to import medicines and other technologies” (p. 2).

Remittance flows are then a potentially positive result of international production
based on migration. They are not international production per se, but harnessing them
for development outcomes shows a great deal of promise. This is one area where the
windows of international production and international development can interact with
largely happy outcomes.

MIGRATION POLICY

Unlike in the realms of international trade (the World Trade Organization), inter-
national finance (the International Monetary Fund), and international development
(the World Bank), there is no multilateral organization for migration policy. In most
cases, the policy locus of international migration policy is the nation-state based on
the principle of sovereignty. In contrast to the “pro-market” orientations of policy
regimes in trade, finance, and development policy, intervention and coercion are the
order of the day in migration policy.!® There are international governance mechanisms
applying to refugees in the form of a 1951 Geneva Convention and a few International
Labor Organization (ILO) conventions. There is also the International Organization
for Migration (IOM) that provides for intergovernmental coordination in some areas
related to migration policy. But by and large, it is sovereignty that rules in migration
policy.

Beginning in 2001, the Berne Initiative involved extensive consultations on the
possibility of developing nonbinding guidelines for best practices in migration policy.
The Berne Initiative was followed by the Global Commission on International Migration
(GCIM), established in 2003 by the United Nations Secretary-General. In 2005, the
GCIM suggested that greater multilateral coordination of migration policies would
be a good idea. The GCIM was followed by the United Nations High-Level Dialogue
(HLD) on International Migration and Development in 2006. As assessed by Martin,
Martin, and Cross (2007), the HLD was an important event for furthering multilateral
communication on migration issues, but it did not translate into specific action items
for increased global governance of migration. Some observers (e.g., Bhagwati, 2003
and Goldin and Reinert, 2007) have suggested that such a multilateral organization
would be a good idea. One area for movement in trade-related migration policy is
Mode 4 of the WTO’s General Agreement on Trade in Services (GATS) discussed in the
accompanying box.

14 §ee Maimbo and Ratha (2005).

15 Pritchett (2006) was very frank here: “People with guns apply force to prevent people from crossing borders.
People with guns force people to leave if discovered in a country without permission. The fact that this coercive
force is (usually) exercised with domestic political legitimacy, restraint, or even prudence in rich countries
should not mask the fact that it is coercion” (p. 63). For the way these policies have been strengthened in recent
years, see The Economist (2008).
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GATS Mode 4: The Temporary Movement of Natural Persons

Recall from Chapter 7 that the WTO’s General Agreement on Trade in Services (GATS)
defined trade in services in four ways: cross-border trade (Mode 1); movement of
consumers (Mode 2); foreign direct investment (FDI) (Mode 3); and movement of
natural persons (Mode 4). The movement of natural persons involves a temporary,
noncommercial presence by individuals to supply any sort of service in another country.
Although there exists a protocol under the GATS for Mode 4 service delivery, this is
largely to address the transfer of personnel within MNEs to support FDI. In other words,
it is designed to benefit developed rather than developing countries and high-skilled
migrants rather than low-skilled migrants.

There have been calls to establish a multilateral system to identify individuals seeking
temporary Mode-4 migration, providing national security clearance to them, and grant-
ing multi-entry GATS visas to them. This would be a step toward harnessing temporary
migration for development and would require a new GATS protocol dedicated to the
issue. As Winters et al. (2003) demonstrated, the gains for developing countries from
an increase of only 3 percent in their temporary labor quotas would exceed the value of
total aid flows and be similar to the expected benefits from the Doha Round of trade
negotiations, with most of the benefits to developing countries coming from increased
access of unskilled workers to jobs in developed countries.

Given these development benefits, it is interesting that Mode-4 migration has not
been an active part of the Doha Round in the form of the Doha Development Agenda.
This appears to be another example of an “everything but labor” approach to economic
liberalization.

Sources: Bhatnager (2009), Goldin and Reinert (2007), and Winters et al. (2003)

Not everyone is convinced that multilateral approaches to migration policy are
the best. For example, Pritchett (2006) explicitly stated that, given political realities,
migration policy advances can best be achieved bilaterally. He stated: “In the end,
domestic politics will dictate that each country have control over who may or may
not enter its borders, and that this will not be part of any general international or
multilateral binding commitment. . .. Pushing for multilateral agreements along the
lines of the WTO is unlikely to be successful” (p. 121).

This might well be true, but does not rule out the pursuit of limited, basic principles
at the multilateral level. For example, the IOM oversees an International Dialogue
on Migration that it describes as “an opportunity for governments, inter-governmental
and non-governmental organizations and other stakeholders to discuss migration policy
issues, in order to explore and study policy issues of common interest and cooperate in
addressing them.” This policy can move forward at both the bilateral and multilateral
levels.

CONCLUSION

Migration is an important component of globalization in general and international
production in particular. However, it is one aspect of globalization that has experienced
less liberalization than others. Migration comes in a relatively large number of varieties
with important political, human rights, and public policy considerations. Economic
migration considered here includes both low-skilled and high-skilled varieties and
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has significant influences on global patterns of international production. It also has
development implications, positive in the case of remittances and negative in the case
of brain drain. Migration policy is an evolving, complex, and crucial area of global
public policy that will be near the top of global policy agendas for the foreseeable
future.

REVIEW EXERCISES

1. Do you know any migrants? To what extent and how does their experience fit
into the discussion of this chapter? To what extent and how does it differ?

2. Can you identify reasons why the liberalization of the trade, FDI, and finance
components of economic globalization has proceeded much faster than for labor
migration?

3. Wediscussed the political economy of trade policy in Chapter 5. Can you identify
any insights from that chapter that could be used in thinking about the political
economy of migration policy?

4. Can you identify any benefits for relaxing sovereignty in favor of multilateral
policy coordination of migration?

FURTHER READING AND WEB RESOURCES

An excellent and concise overview of migration issues can be found in de Hass (2007).
For a more thorough review, see Goldin, Cameron, and Balarajan (2011). See Pritchett
(2006), Ozden and Schiff (2006), and Goldin and Reinert (2007) for a consideration of
migration issues from a development perspective. A review of remittances can be found
in Maimbo and Ratha (2005). For a concise review of migration policy, see Martin
(2009) and Dadush and Falcau (2009). For a striking story about Mexican migrants in
the United States, see The Economist (2010d).

A multilateral organization dedicated to migration issues is the International Orga-
nization for Migration (www.iom.int). See also the International Migration Institute at
Oxford (www.imi.ox.ac.uk) and the Institute for the Study of International Migration
(http://isim.georgetown.edu). The IOM and the ISIM jointly publish the International
Migration Journal.

APPENDIX: MIGRATION AND COMPARATIVE ADVANTAGE

In Chapter 3, we considered comparative advantage and its implications for inter-
industry trade in rice and motorcycles between Vietnam and Japan. Recall that, given
biases in production possibilities frontiers (PPFs), Vietnam had a comparative advan-
tage in and exported rice, whereas Japan had a comparative advantage in and exported
motorcycles. In Chapter 5, we also introduced the Heckscher-Ohlin model, explaining
patterns of comparative advantage in terms of the resource or factor endowments of
countries and the factor intensities of sectors. In Chapter 5 we saw that Japan’s com-
parative advantage in motorcycles (and the bias of its PPF) was due to its relatively
large endowment of physical capital and the physical capital intensity of motorcycle
production. Similarly, Vietnam’s comparative advantage in rice (and the bias of its PPF)
was due to its relatively large endowment of labor and the relative labor intensity of rice



MIGRATION

Vietnam Japan

DD

Or Or

Figure 12.5. Migration and Comparative Advantage between Vietnam and Japan

production. Finally, in an appendix to Chapter 9, we examined the influence of FDI on
patterns of comparative advantage.

Migration was absent in Chapters 3, 5, and 9, so the question arises: what difference
would migration make to the comparative advantage story of those chapters? Figure
12.5 (a close copy of Figure 3.3) helps us answer this question. Recall that we evaluate
comparative advantage by examining the relative price of rice to motorcycles or (5—;)
in Vietnam and Japan. As we saw in Chapter 3, this price ratio was lower in Vietnam
under autarky, indicating that Vietnam had a comparative advantage in rice and that
Japan had a comparative advantage in motorcycles.

Now suppose that we allow for a migration flow from Vietnam to Japan.'® This
migration flow changes the relative factor endowments of the two countries. Japan
becomes more labor abundant (less capital abundant), and Vietnam becomes less labor
abundant (more capital abundant). These two changes have impacts on the PPFs of
the two countries in a manner affecting the labor-intensive sector, rice, most strongly.
In Vietnam, with the outflow of labor, the PPF shifts in to the dashed concave curve,
whereas in Japan the PPF shifts out to the dashed curve. The new autarky points along
the demand diagonals (D D) are such that the autarky price ratios change to the dashed
lines. In Vietnam, (5—; )V increases, whereas in Japan, (5—; Y decreases. You can see this
by examining the relative slopes of the solid and dashed price lines.

What is the implication of these changes in the autarky price ratios? It means
that the gap between the two autarky price ratios is narrowing or that the pattern of
comparative advantage is weakening. As we have examined the process here, it indicates
that migration (as well as FDI considered in the appendix to Chapter 9) can function
as a substitute for trade.!” However, recall from Chapter 5 that the assumption of the
Heckscher-Ohlin model is that production technology is the same in each country
of the world. This is not always the case, and where technologies differ, sometimes
migration can be a complement to trade. That is, with differing technologies, some
types of migration can strengthen patterns of comparative advantage.'8

16 Pritchett (2006) estimated the relative wage between Japan and Vietnam to be approximately nine and notes
that this is higher than relative wages prevalent during the “Great Migration” of the late nineteenth and early
twentieth centuries. In fact, however, Japan has well-developed mechanisms to ensure that this would never
occur in any meaningful way despite its significant “birth dearth” problems.

17 This famous result was first pointed out by Mundell (1957).

18 This modified result is due to Purvis (1972).
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Next, we can consider some linkages from the political economy of trade to migra-
tion. Recall from Chapter 5 our discussion of the Heckscher-Ohlin model and its
Stolper-Samuelson theorem. As Japan and Vietnam engage in trade, labor in Vietnam
(the labor-abundant country) experiences real income gains. This can help provide the
resources for labor to migrate to Japan.'” In Chapter 5, we also considered North-South
trade, and in that case, labor in the South (the labor-abundant region) experiences real
income gains. This can help to provide the resources for labor to migrate from North
to South. In the long run, these migration flows lessen the pattern of comparative
advantage among trading countries or regions.
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In this chapter, we begin to develop your understanding of our third window on the
world economy, international finance. Recall from Chapter 1 that, whereas international
trade refers to the exchange of goods and services among the countries of the world
economy, international finance refers to the exchange of assets among these countries.
Recall also that the global exchange of assets in the world economy is between 60 and
70 times larger than the exchange of goods and services. This is one central reason why
international finance is such an important subject.

There is a basic principle in economics that can be informally stated as “things add
up.” In the realm of international economics, this principle is a very important one.
If you forget it, you can find yourself making claims that are simply incorrect. If you
remember the principle and know how to use it, you will have a powerful tool in your
hands for analyzing economies and their relationships to the larger world economy.
The consideration of the way “things add up” takes us into the realm of economic
accounting, the subject of this chapter. We take a simple approach to the accounting
issue, and the insights you will gain will be crucial to your understanding of the world
economy.

We begin with a consideration of open-economy accounts, taking as our starting
point the circular flow diagram. Next, we consider the balance of payments as a more
detailed look at one important relationship in the open-economy accounts, namely the
interactions of an economy with the rest of the world. For the interested reader, we
consider the subject of accounting matrices in the appendix to this chapter. A second
appendix presents a simple open-economy macroeconomic model.

Analytical elements for this chapter:

Countries, currencies, and financial assets.

OPEN-ECONOMY ACCOUNTS

In your introductory economics course, it is very likely that you came across a graphical
description of an economy called the circular flow diagram. We are going to use this
diagram to initiate our analysis of open-economy accounts. We want to view an econ-
omy as being aggregated into one giant sector. To make things more concrete, let’s take
the example of Mexico. To begin, we treat the Mexican economy as being composed of
two accounts: a “Firm” account and a “Household” account. The relationships between
these two accounts are summarized as a circular flow diagram of a simple, closed econ-
omyin Figure 13.1. The term simple refers to the absence of capital (savings/investment)
and government considerations, whereas the term closed refers to the absence of any

Y

Household Firm Figure 13.1. A Circular Flow Diagram for a Simple,

Closed Economy
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trade and financial interactions with the rest of the world economy. In Figure 13.1, the
production process of the Firm generates income that accrues to the Household. This
income is denoted as Y and consists of wages, salaries, and payments for the use of
property assets. Given the simple assumptions of this chapter, Y is also equal to both
the nominal gross domestic product (GDP) and the nominal gross national income
(GNI) of Mexico."! The consumption process of the Household generates consump-
tion expenditures that accrue to the Firm. This consumption is denoted as C in the
figure.

Figure 13.1 corresponds to the circular flow diagrams found in introductory text-
books, but it is exceedingly simple and begs for more realism. For our purposes in
this chapter, we need to add three new accounts. The first we will call “Capital,” and
this account acts as a financial intermediary in the savings-investment process. These
financial intermediaries are composed of institutions such as banks, mutual funds, and
brokers that receive funds from savers and use these funds to make loans or buy assets,
thereby placing the funds in the hands of investors. The term capital used here does not
refer to physical capital such as machinery and buildings. Instead, it refers to income
not consumed, which is available for use in investment. The second new account is
“Government,” and the third is “Rest of the World.” The Rest of the World account
captures the interactions of the Mexican economy with the other countries of the
world.

Including these three new institutions results in a circular flow diagram for an open
economy with government, savings, and investment. This is illustrated in Figure 13.2.
As in Figure 13.1, the production process of the Firm generates income that accrues
to the Household. Now, however, the Household has three types of expenditures. The
first of these is consumption of goods and services, C. The second expenditure type is
household savings, which is denoted Sg. Through the work of financial intermediaries,
Household savings accrue as income to the Capital account. The third expenditure

! Differences between GDP and GNI arise in practice due to the presence of international factor payments. We
discuss this distinction in the appendix to Chapter 20.
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is taxes paid to Government and is denoted T.> Government makes two alternative
expenditures: government spending (denoted G) and government savings (denoted
S¢). In many cases, government savings are negative (a government deficit), and the
flow is reversed, from Capital to Government. You can treat these cases as a negative Sg.
Finally, Capital has a single expenditure, I, which consists of funds provided to firms
for investment purposes.

The Rest of the World interacts with the Mexican economy in three ways. First, the
Rest of the World makes an expenditure that accrues to the Firm account in the form
of its purchases of Mexico’s exports. We denote these total exports as E. Second, the
Rest of the World receives income in the form of Mexico’s purchases of imports. We
denote these total imports as Z. Finally, the Rest of the World makes an expenditure
that accrues to Capital in the form of foreign savings, denoted Sg.

To begin your understanding of the open economy, we are going to focus on the
Capital and Rest of the World accounts of Figure 13.2. Let’s consider the Capital
account first. The Capital account has a single expenditure, depicted by an arrow
leaving the Capital box in Figure 13.2. This is the expenditure on domestic investment.
The Capital account also has three types of receipts, depicted by arrows entering the
Capital box. These are all savings flows, namely, household, government, and foreign
savings. The first two of these, household and government savings, together give us
domestic savings. In the introduction to this chapter, we stated that a basic principle
of economics is that “things add up.” The application of this principle here is that
expenditures must equal receipts for the Capital account.® Expressing this as an equation
gives us:

I=(Sy+ Sg)+ Sr (13.1a)
In words:
Domestic Investment = Domestic Savings + Foreign Savings (13.1b)

It is helpful to rearrange this equation by subtracting domestic savings from both
sides. This gives us:

I—(Sy+Sg)=Sr (13.2a)

Domestic Investment — Domestic Savings = Foreign Savings (13.2b)

The fact that “things add up” for the Capital account implies that any gap between
domestic investment and domestic savings is made up for by an inflow of foreign
savings. We will discuss this further in just a moment.

Next, let’s turn our attention to the Rest of the World account. This account has two
expenditures, depicted by arrows leaving the Rest of the World box in Figure 13.2. These
expenditures are Mexico’s exports and foreign savings. The Rest of the World account

2 To simplify matters for ourselves, we ignore corporate taxes.
3 Reinert and Roland-Holst (1997) stated that “Economic accounting is based on a fundamental principle of
economics: For every income or receipt there is a corresponding expenditure or outlay” (p. 95).
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also has a single receipt in the form of Mexico’s imports, depicted by an arrow entering
the Rest of the World box. The equation expressing the equality between expenditures
and receipts for the Rest of the World account is:

E+Sr=2 (13.3a)
Or, in words:
Exports 4 Foreign Savings = Imports (13.3b)

In this and subsequent chapters, we want to place foreign savings (Sg) on equal
footing with the two sources of domestic savings (Sy and Sg). We therefore solve
Equation 13.3a for Sf to obtain:

Sp=Z—E (13.4a)

Foreign Savings = Trade Deficit (13.4b)

The fact that “things add up” for the Rest of the World account implies that any
gap between imports and exports (any trade deficit) has a counterpart in and inflow of
foreign savings. We will discuss this further later.*

Take a look at the Capital account of Equation 13.2a and the Rest of the World
account of Equation 13.4a. Notice that both of these equations have foreign savings on
one side. This means that we can combine them into a single relationship that we call
the fundamental accounting equation for open economies. This equation is:

I—(SH+SG):SF =Z—E (13.53.)
Or:

Domestic Investment — Domestic Savings = Foreign Savings = Trade Deficit

(13.5b)

The fundamental accounting equation is also written in a different form, obtained
by multiplying it by the number —1. This form is:

(SH + SG) — 1= —SF =E—-Z (13.6a)
Or:

Domestic Savings — Domestic Investment = Foreign Investment = Trade Surplus

(13.6b)

In Equations 13.6a and 13.b, foreign investment (minus Sg ) refers to Mexico’s capital
outflows, thatis, its investment in foreign countries. It is just the reverse of foreign savings
(SF) being capital inflows.

4 As we will see in the next section of the chapter on balance of payments, the trade deficit will correspond to
the current account of the balance of payments, whereas foreign savings will correspond to the capital/financial
account of the balance of payments.
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Table 13.1. Domestic savings, domestic investment, foreign savings, and the trade balance

Domestic investment

and domestic savings Foreign savings Trade balance = Explanation

Domestic investment Foreign savings is Trade deficit Domestic savings is too small to
exceeds domestic positive finance domestic investment.
savings Therefore, the country requires

an inflow of foreign savings to
make up the difference. This
inflow of foreign savings finances
the trade deficit.

Domestic savings exceeds  Foreign savings is Trade surplus Domestic savings exceeds the
domestic investment negative or foreign requirements of domestic
investment is investment. Therefore, the
positive. country lends the difference to

the Rest of the World. This
outflow of foreign investment
generates a trade surplus.

Depending on the source, you might find the fundamental accounting equations
expressed in either Equation 13.5a,b form or Equation 13.6a,b form. They commu-
nicate the same important accounting insight that we repeat in the following box for
emphasis:

Fundamental Accounting Equations
Domestic Investment — Domestic Savings = Foreign Savings = Trade Deficit

Domestic Savings — Domestic Investment = Foreign Investment = Trade Surplus

What do the fundamental accounting equations tell us? Let’s study them very care-
fully with the help of Table 13.1. There are two cases to consider, one for each equation.
First, suppose that Mexico’s domestic investment exceeds its domestic savings. This
case is explained by the first equation in the preceding box. The shortfall in domes-
tic savings is made up for by a positive inflow of foreign savings. Then, according to
the first equation, there must be a trade deficit. Does this make sense? A trade deficit
means that the Mexican economy is importing more goods and services in value terms
than it is exporting. Therefore, Mexico must sell something else other than goods and
services to the rest of the world to make up the difference. This “something else” turns
out to be assets: government and corporate bonds, corporate equities, and even real
estate. The purchase of Mexican assets by the Rest of the World is the very thing that
generates the inflow of foreign savings into Mexico. The first equation therefore makes
sense.

Next, suppose that Mexico’s domestic savings exceeds its domestic investment. This
case is explained by the second equation in the box above. An excess of domestic
savings generates a positive outflow of foreign investment by Mexico. Then, according
to the second equation, there must be a trade surplus. Does this make sense? A trade
surplus means that the Mexican economy is exporting more goods and services in
value terms than it is importing. Therefore, Mexico must buy something else other
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than goods and services from the rest of the world to make up the difference. That
“something else” again is assets. The purchase of foreign assets by Mexico generates the
outflow of foreign investment to the Rest of the World. The second equation also makes
sense.’

It is often the case that the accounts of this section are expressed in the form of
accounting matrices. This possibility is considered in the first appendix to this chapter.
Also, the accounts can be utilized in a basic open-economy macroeconomic model, and
this is described in the second appendix to this chapter.

The field of international finance is concerned with the international aspects of
economies as aggregate entities. Therefore, a focus is often placed on the previous Rest
of the World account equation (Equation 13.4a,b) in the form of a more detailed set
of accounts know as the balance of payments accounts. We take up these important
accounts next.

BALANCE OF PAYMENTS ACCOUNTS

The balance of payments accounts of any country focus exclusively on the relationship
of the country with the rest of the world. Recall from the previous section that the
open-economy accounts were divided into five sub-accounts, namely Firm, House-
hold, Capital, Government, and Rest of the World. The purpose of the balance of
payments accounts is to examine in more detail the final, Rest of the World account,
almost like holding up a magnifying glass to it. This examination is in its own style
of accounting, however, with a terminology that is not entirely consistent with the
open-economy accounts previously discussed. Consequently, the balance of payments
accounts sometimes require a bit of patience on the part of the user.

We begin our discussion of the balance of payments accounts by considering a
summary account for Mexico in 2007. This is presented in Table 13.2. The balance of
payments in this table has five parts, each with a heading in italics. These parts are the
current account, the capital/financial account, official reserve transactions, errors and
omissions, and the overall balance. The current account of the balance of payments
records transactions that create earnings and generate expenditures between Mexico and
the Rest of the World. These do not involve the exchange of assets. The capital/financial
account of the balance of payments records transactions between Mexico and the Rest
of the World that do involve the exchange of assets. The official reserve transactions
also involve the exchange of assets between Mexico and the Rest of the World, but
these are governmental (central bank and treasury) transactions rather than the private
transactions of the capital/financial account. Finally, there are inevitably errors and
omissions.®

The starting point for understanding the balance of payments is to recognize
that the overall balance must be zero. This is another example of the principle that

5 Some time ago, Krugman (1996) wrote of “the disturbingly difficult ideas of people who know how to read
national accounts or understand that the trade balance is also the difference between savings and investment”
(p- ix). You are now one of these people.

© High (2009) noted that “Although balance of payments accounts are constructed using sophisticated accounting

principles. .., a country’s cross-border transactions are not measured with the accuracy of a corporation’s
accounts. Balance of payments figures are statistically estimated based on sampling data gathered by government
agencies. . .. Although these agencies do their utmost to provide reliable estimates, of necessity the accounts

contain errors; the statistical estimates are based on data that are incomplete and otherwise imperfect” (p. 102).
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Table 13.2. Mexican balance of payments, 2007 (billions of U.S. dollars)

Item Gross Net Major Balance

Current Account
1. Goods exports 271.9
. Goods imports -281.9
. Goods trade balance -10.0
. Service exports 17.6
. Service imports —-24.1
. Goods and services trade balance —-16.5
. Net income —-18.3
. Net transfers 26.4
9. Current account balance -8.4

0 NONU1 A WN

Capital/Financial Account

10. Direct investment 18.8
11. Portfolio investment 11.3
12. Other investment -10.6
13. Capital/financial account balance 19.5

Official Reserve Transactions

14. Official reserves balance -10.3
Errors and Omissions

15. Errors and omissions -0.8

Overall Balance
16. Overall balance 0

Source: International Monetary Fund, International Financial Statistics

“things add up.” Consequently, we can think of the balance of payments in the following
terms:

Current Account + Capital/Financial Account 4 Official Reserve Transactions
+ Errors and Omissions = 0 (13.7)

Now let’s consider the balance of payments accounts of Table 13.2 in some detail.
As we just mentioned, the first section of the balance of payments in known as the
current account and includes items 1 through 9. Some of these items are reported in
gross terms, some in net terms, and one as a major balance.” We consider them one at a
time. Item 1 is Mexico’s total goods exports. It is reported in gross terms at a 2007 value
of US$271.9 billion. Similarly, item 2 is Mexico’s total goods imports, reported in gross
terms at a value of —$281.9 billion. You can see here that goods exports, generating a
receipt for Mexico, have a positive value, whereas goods imports, generating a payment
for Mexico, have a negative value. The net of these two items is known as the goods trade
balance and is reported in net terms of —$10.0 billion.®

Services trade is reported separately in items 4 and 5 of the balance of payments
in Table 13.2. Service exports are reported in gross terms in item 4 as $17.6 billion,

7 Ttems reported in gross terms record the inflow or outflow separately. Items reported in net terms record the
difference between the inflow and the outflow.

8 We need to be careful here. The International Monetary Fund awkwardly refers to the “goods trade balance”
as the “trade balance.” However, this “trade balance” is actually only the balance on goods trade and ignores
services trade.



BALANCE OF PAYMENTS ACCOUNTS 215

and service imports are reported in gross terms in item 5 as —$24.1 billion. Again we
see that service exports, generating a receipt for Mexico, have a positive value, whereas
service imports, generating a payment for Mexico, have a negative value. Item 6 gives
our second net balance, namely the goods and services trade balance of —$16.5 billion.’
This value corresponds to the E — Z value in the open economy accounts considered
previously.

Items 7 and 8 in Table 13.2 are new items that we have not yet encountered. Fur-
thermore, they are the two items that cause a difference between the goods and services
trade balance and the current account balance. Item 7 is net income. It requires a
little explanation. Residents of Mexico, either households or firms, own factors of
production located in the Rest of the World. That is, a Mexican firm might own a
factory in a foreign country. This firm receives income or profits from this factory
during the year in question, and this is income receipts or income credits. Alterna-
tively, residents of foreign countries own factors of production located in Mexico, and
they receive payments from Mexico. From Mexico’s point of view, these are income
payments or income debits. Item 7 of Table 13.2 records the net of income receipts
and income payments. Income payments exceed income receipts, and net income is
—$18.3 billion.

Item 8 is net transfers and includes foreign aid, foreign remittances (discussed in
Chapter 12), and international pension flows. For Mexico in 2007, inward transfers
exceeded outward transfers by $26.4 billion, and it is this net figure that is entered into
the balance of payments.

The sum of the net items 6 through 8 composes the current account balance and is
entered into the accounts as a major balance in item 9 of Table 13.2. In 2007, Mexico
had a current account deficit of $8.4 billion. Because the accounts between Mexico and
the rest of the world must balance (“things add up,” once again), it must be the case that
there were other transactions in the balance of payments offsetting the current account
deficit.

As mentioned previously, whereas the current account records earnings and expen-
diture transactions that do not involve the exchange of assets, the capital/financial
account has the distinguishing feature of consisting of transactions that involve the
exchange of assets.!® The type of asset exchanged and who exchanges them determine
the capital/financial account item in which a transaction is recorded. For example,
item 10 in Table 13.2 is direct investment, which is just the foreign direct invest-
ment (FDI) we discussed in previous chapters. As we discussed in Chapter 1, the
assets involved in direct investment contain an element of management influence
reflected in shares amounting to at least 10 percent of the enterprise in question.
In the case of Mexico in 2007, there was a net inward flow of direct investment of
$18.8 billion.

The second capital account item is portfolio investment. Portfolio investment
includes government bonds of various maturities, corporate equities, and corporate

9 The International Monetary Fund records the “goods and services trade balance” as the “balance on goods and
services.”

10 The International Monetary Fund actually breaks up this account into separate capital and financial accounts,
but we do not do that here. The financial account is where the actual capital flows are recorded and is therefore
more important in most cases. The capital account includes other items, such as revaluation.
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bonds. Unlike direct investment, portfolio investment does not involve an element of
management influence.!! As we see in item 11 in Table 13.2, in the case of Mexico in
2007, there was a net inward flow of portfolio investment of $11.3 billion.

The third capital/financial account item is other investment. This includes commercial
bank lending and other residual items. As we see in item 12 of Table 13.2, in the case of
Mexico in 2007, there was a net outward flow with an entry of —$10.6 billion.'?

The sum of the net items 10 through 12 composes the capital/financial account
balance and is entered into the accounts as a major balance in item 13 of Table 13.2. In
2007, Mexico had a capital account surplus of $19.5 billion, more than offsetting the
current account deficit of $8.4 billion. This value corresponds most closely to the S
value in the open-economy accounts considered earlier.

The third component of the balance of payments accounts is official reserve trans-
actions, reported in net terms as a major balance in Table 13.2. It is an item that did
not appear in the open-economy accounts relationship of the preceding balance of
payments equation. The official reserves balance is recorded as item 14 at a value of
—$10.3 billion in 2007. The official reserves balance reflects the actions of the world’s
treasuries and central banks. Central banks need to hold reserves of foreign exchange.
They hold these in the form of other countries’ government bonds and in accounts
at foreign central banks. Transactions on the official reserves balance occur in four
instances:

1. When Mexico’s central bank sells foreign exchange holdings, this generates an
inward flow of funds and income or receipts on Mexico’s official reserves balance
(positive entries).

2. When Mexico’s central bank buys foreign exchange holdings, this generates
outlays or expenditures on the official reserves balance (negative entries).

3. When foreign central banks sell their reserves of Mexico’s currency, this generates
an outward flow of funds and an outlay or expenditure on Mexico’s official
reserves balance (negative entries).

4. Finally, when foreign central banks buy reserves of Mexico’s currency, this
generates an income or receipts on Mexico’s official reserves balance (positive
entries).

Let’s take stock of our balances up to this point: the current account balance is —$8.4
billion, the capital/financial account balance is $19.5 billion, and the official reserves
balance is —$10.3 billion. Adding these three balances gives us $0.8 billion. The balance
of payments accounts address this kind of difference through the errors and omissions
entry. This entry, item 15 in Table 13.2 of —$0.8 billion, ensures that the overall balance
of payments in item 16 is indeed zero. “Things add up.”

11 Portfolio investment can be broken up further into long-term capital and short-term capital. This distinction
is important because short-term capital is more volatile than long-term capital. For example, some time ago
The Economist (2002) noted that “The volatility of portfolio finance — its tendency to pour in when investors
are confident, and flee just as suddenly — is the main reason for growing skepticism about the whole process
of foreign borrowing by emerging market economies” (p. 64). For a detailed discussion of this, see Goldin and
Reinert (2005).

12 Along with short-term components of portfolio investment, commercial bank lending recorded in other
investment can be quite volatile. Again, see Goldin and Reinert (2005).
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ANALYZING THE BALANCE OF PAYMENTS ACCOUNTS

With this understanding of the balance of payments accounts in hand, we can now
turn to how we might use the accounts in a more analytical fashion. As we saw in
Equation 13.7, the sum of the current account, the capital/financial account, official
reserve transactions, and errors and omissions must be zero. In practice, and as we
saw in Table 13.2, errors and omissions are small. Analytically then (but not in actual
accounts), we can ignore the errors and omissions. This gives us:

Current Account + Capital/Financial Account + Official Reserve Transactions = 0
(13.7)

This is the analytical application of “things add up” for the balance of payments
accounts. We have also seen that the current account contains the trade balance and the
capital account contains foreign savings. So Equation 13.7 is similar to Equations 13.5
and 13.6 of our open-economy macroeconomic accounts. However, it is more inclusive
than those accounts and allows for official reserve transactions.

What does Equation 13.7 tell us? There are many ways of going about describing
this, but perhaps the easiest is to recognize that, if two of the items in Equation 13.7
have the same sign (positive or negative), then the third must have the opposite sign
(negative or positive). To be more specific, we can state that:

e If the current and capital/financial accounts are both positive (negative), then
official reserve transactions must be negative (positive).

* Ifthe current and official reserve transaction accounts are both positive (negative),
then the capital/financial account must be negative (positive).

o If the capital/financial and official reserve transaction accounts are both positive
(negative), then the current account must be negative (positive).

Let’s examine two cases of this with reference to the first of these bullet points.
Suppose that the current and capital/financial accounts were both positive. This roughly
means that Mexico is selling more goods, services, and assets in the private realm from
the Rest of the World than it is buying. The official transactions must make up for
the difference. The central bank must buy additional assets to generate an offsetting
expenditure with a negative entry and bring the overall balance of payments back to
zero.

Alternatively, suppose that the current and capital/financial accounts were both
negative. This roughly means that Mexico is buying more goods, services, and assets
in the private realm from the Rest of the World than it is selling. Again, the official
transactions must make up for the difference. The central bank must sell additional
assets to generate an offsetting receipt with a positive entry and bring the overall balance
of payments back to zero.

Another way to look at Equation 13.7 is in terms of financing current account deficits.
This often has relevance to countries in deficit positions and is a focal point for many
types of analysis. Perhaps Mexico has a negative goods and services trade balance that
is not offset by income and transfer receipts. Consequently, there is a current account
deficit. Perhaps, however, the capital/financial account, even with a positive balance,
is insufficient to finance the current account deficit. The central bank must step in
to sell assets and generate additional receipts. As we will see in subsequent chapters,
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this entails drawing down foreign exchange reserves. There is a limit to central banks’
abilities to do this, however, because foreign exchange reserves cannot fall below zero.
That is why, in some instances, a current account deficit with an insufficient capital
account surplus draws so much attention: it can precipitate a crisis.

The balance of payments accounts are thus an important diagnostic tool for interna-
tional economists."” They help to identify patterns of relationships of the country in
question with the rest of the world that might not be sustainable. For example, in the
case just described, an international economist might begin considering potential cor-
rective measures. The current account deficit, for example, may need to be suppressed
through increases in government tax revenues that allow an increase in government
savings.

GLOBAL IMBALANCES

The discussion in this chapter on open-economy and balance of payments accounts
helps to provide a window onto one of the most central aspects of the current world
economy. There is a tradition in international economics that suggests that it is nat-
ural for developed countries to have capital/financial account deficits or outflows and
for developing countries to have capital/financial account surpluses or inflows. As
a result, developing countries would receive net inflows of capital that would yield
relatively high rates of return, the capital being supplied from developed countries
where rates of return are relatively low. This reflects the fact that, at early stages of
development, the need for capital is high, whereas domestic saving is low. As devel-
opment proceeds, the need for capital slowly declines, whereas domestic saving slowly
increases.!*

Let’s examine whether this proposition holds in the current world economy. We
do this from the developed country perspective first, considering the United States.
Figure 13.3 plots the capital/financial and official reserves account transactions of the
U.S. balance of payments from 1960 to 2008.!° These are the two accounts that involve
the exchange of assets. Between 1960 and 1983, the United States was not a significant
borrower (positive entries) or a significant lender (negative entries). Beginning in 1984,
however, and in contraindication to the developed country aslender story just described,
the United States began to borrow from abroad on the capital/financial account as part
of the Reagan Administration’s expansive fiscal policies and consequent decline of U.S.
government savings. The concurrent expansion of government deficits and current
account deficits became known as the “twin deficits.” This borrowing began to decline
in 1989.

A second episode of foreign borrowing on the capital/financial account began in
1993. Unlike the decade of the 1980s, this was due to a collapse of household savings
rather than government savings. Beginning in 2001, an entirely new episode of foreign

13 James (1996) stated that “analyzing the origins of balance of payments problems (can) provide a tool for
diagnosing more wide-ranging economic difficulties. The balance of payments (act) as a fever thermometer”
(p. 124).

14 This theoretical framework predicting net capital flows from the developed to the developing world is highly
idealized, with a number of intervening factors inhibiting the idealized flows. These include political risk, default
risk, differences in levels of human capital and technology, and differences in institutional quality. These points
were emphasized by Lucas (1990).

15 Note that Figure 13.3 plots reserve account transactions or flows, not the holdings or stocks of foreign reserves.
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Figure 13.3. United States Capital/Financial and Official Reserves Account Transactions, 1960 to 2008
(billions of US$). Source: United States Bureau of Economic Analysis

borrowing on the capital/financial account began on a much larger scale, reaching
a peak of nearly $800 billion in 2006.!® This was the result of a deficit of domestic
savings as a whole (both household and government), wars in Afghanistan and Iragq,
and government tax cuts. In 2006, foreign borrowing on the official reserves account
also began. Rather than being a source of capital for the developing world, the United
States became a capital sink.

Figure 13.4 repeats Figure 13.3 for the case of China from 1982 to 2008.! It paints
a very different picture. Both the capital/financial and official reserves accounts are
in relative balance until the mid-1990s. At that point in time, the current/financial
account moves into slight surplus, whereas the official reserve account moves into
slight deficit. These accounts return to balance in 1999 and 2000, but a new episode
opens up beginning in 2001. The current/capital account moves into slight surplus, but
the official reserves balance begins to move into larger deficit realms that reach $460
billion in 2007. What we observe here is the official lending by China to the rest of
the world (including the United States). Private inflows of capital into China (reaching
$110 billion in 2004) are more than offset by official outflows of capital from China as

16 The Economist (2005) reported that “the growing imbalances are weakening America’s economy, not only
because of the extra foreign debt the country has taken on, but because of the domestic toll of being the world’s
consumer of last resort. America is saving too little and not investing enough in productive assets, especially in
the export sector” (p. 24).

17 Note that, like Figure 13.3, Figure 13.4 plots reserve account transactions or flows, not the holdings or stocks of
foreign reserves.
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Figure 13.4. China Capital/Financial and Official Reserves Account Transactions, 1982 to 2008 (billions
of US$). Source: International Monetary Fund, International Financial Statistics

the country built up foreign reserves in contraindication to the developing country as
borrower story previously described.!®

So here we have an interesting paradox in the modern world economy. Economic
intuition suggests that developed countries will be sources of capital and developing
countries will be capital destinations. But simple analysis of the United States and China
balance of payments accounts shows that this is not currently the case. In fact, we have
large global imbalances in savings and investment flows, imbalances that The Economist
(2005) referred to as the “Great Thrift Shift.” Taming these global imbalances is one of
the most pressing current challenges for global economic policymakers. '

CONCLUSION

Chapter 1 discussed four realms of the world economy: international trade, interna-
tional production, international finance, and international economic development. In
this chapter, we have used accounting schemes to develop linkages among three of the
realms: international trade (the exchange of goods and services), international pro-
duction (foreign direct investment), and international finance (the exchange of assets).
These linkages were present in the open-economy accounts as well as in the balance
of payments accounts. The key insight is that current account deficits and surpluses
have a counterpart in capital/financial account surpluses and deficits, respectively. The

18 The Economist (2005) reported that “Between 2000 and 2004, China’s national savings rate rose by an extraor-
dinary 12 percentage points to 50% of GDP” (p. 4). At the time of this writing (mid-2010), China’s foreign
exchange reserve holdings have reached approximately $2.5 trillion.

19 On the link between global balances and an open trade regime, see Wolf (2008).
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trade balance is one major component of the current account. Foreign savings in the
form of direct and portfolio investment is one major component of the capital/financial
account. The open-economy and balance of payments accounts can both be used as
diagnostic tools for the assessment of the sustainability of current economic conditions
in the country in question. They can also be used to analyze imbalances of savings
among the countries of the world.

REVIEW EXERCISES

1. InFigure 1.4 of Chapter 1, we emphasized connections among the four windows
on the world economy: international trade, international production, interna-
tional finance, and international development. Looking back on this chapter,
please identify where in the open-economy accounts and balance of payments
accounts connections appear among the first three of these windows: trade,
production (FDI), and finance.

2. Lookingatthe open-economy circular flow diagram of Figure 13.2, please explain
how an increase in government expenditures, G, without any increase in tax
revenues, T, would tend to impact the trade balance. You will need to use one of
the fundamental equations to answer this question.

3. Repeat the exercise of Question 2 for an increase in household consumption, C,
without any increase in income, Y.

4. Consider the global imbalances issue discussed in this chapter. Given your under-
standing of the issue, try to suggest policies that might address it. You are just
at the beginning of your exploration of international finance, but try to be as
detailed as you can in your policy suggestions.

5. Using the open-economy macroeconomic model of the appendix, graphically
analyze an increase in either tax revenues or the entire Sy (Y) relationship. To do
this, use a diagram like that of Figures 13.5 and 13.6.

FURTHER READING AND WEB RESOURCES

A concise review of balance of payments accounts can be found in Cumby and Levich
(1992) and High (2009). A much more thorough and complete introduction is available
in the IMF’s (2009) Balance of Payments and International Investment Position Man-
ual. At nearly 400 pages, this document goes a long way to answering detailed ques-
tions about balance of payments accounts and is available online. Both open-economy
accounts and balance of payments data are available from the International Monetary
Fund’s publication International Financial Statistics. Most important is the annual Year-
book in this series. The IFS is also available in an online version to which many libraries
have subscribed. It is not user-friendly, but nevertheless is an important source for
standardized data. See the website of the International Monetary Fund at www.imf.org.

APPENDIX A: ACCOUNTING MATRICES

In many instances, international and development economists arrange open-economy
accounts in the form of an accounting matrix.*° This process begins with Figure 13.2,

20 See, for example, Reinert and Roland-Holst (1997). These authors advocated for the accounting matrix approach,
arguing that “it represents a comprehensive and consistent framework for developing databases for rigorous
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Table 13.3. An open-economy accounting matrix

Firm Household Capital Government ROW

Firm C | G E
Household Y

Capital SH SG Sk
Government T

ROW Z

presented earlier. In setting up accounting matrices, we need to abide by four rules: (1)
the number of accounts composes the dimensions of the square matrix; (2) expenditures
or payments are recorded down the columns of the matrix; (3) receipts or incomes are
recorded across the rows of the matrix; and (4) the row and column sums of the matrix
are equal. Because Figure 13.2 has five accounts, it translates into a matrix with five
rows and columns. Such a matrix is presented in Table 13.3.

To fill in Table 13.3, we can either record expenditures down columns or receipts
across rows. Let us record expenditures down columns and leave it to you to check that
recording receipts across rows gives us the same result. The Firm has two expenditures:
income, Y, accruing to the Household and imports, Z, accruing to the Rest of the
World. We record these down the first column. The Household has three expenditures:
consumption, C, accruing to the Firm; household savings, Sy, accruing to Capital;
and taxes, T, accruing to the Government. We record these down the second column.
Capital has a single expenditure, I, accruing to the Firm, and we record this in the third
column. The Government has two expenditures: government spending, G, accruing to
the Firm, and government savings, S¢, accruing to Capital. We record these down the
fourth column. Finally, the Rest of the World has two expenditures: exports, E, accruing
to the Firm, and foreign savings, Sg, accruing to Capital. We record these down the
fifth column.

We can gain insights into open economies by applying the fourth rule of accounting
matrices to Table 13.3. The rule states that the row and column sums of the accounting
matrix are equal. Applying this rule gives us the following set of accounting identity
equations:

Y+Z=C+I1+G+E (13.8)
C+Su+T=Y (13.9)

I =S8+ Sc+ Sr (13.10)
G+S¢=T (13.11)
E+Sr=2Z2 (13.12)

Equation 13.8 can be rearranged to give the standard national income equation from
introductory macroeconomics:

Y=C+I+G+(E—-2) (13.13)

economic methods” and that “it helps in the reconciliation of the numerous data sources to complete the
detailed picture of economywide activity” (p. 117).
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Figure 13.5. An Open-Economy, Macroeconomic Model and an Increase in Export Demand

Equations 13.10 and 13.12 can be rearranged to give the fundamental accounting
equation discussed earlier in this chapter:

I—(SH+SG)=SF =Z—E (13.53)

(SH+SG)—I:—SF =E—-Z (13.63.)

The accounting matrix of Table 13.3 contains all of the information on open-
economy macroeconomics accounts in a succinct form. We will next consider how
to move from the open-economy accounts of Equations 13.8 to 13.12 to a simple,
open-economy, macroeconomic model.

APPENDIX B: AN OPEN-ECONOMY MODEL

An open-economy model can be derived from the fundamental accounting equations
of this chapter.”! We begin with Equation 13.6a. Combining this with the government
income-expenditure identity in Equation 13.11 gives us:

Suy+T—-G—-I=E—-Z (13.14)

Keynesian thinking in macroeconomics suggests that household savings (Sg)
increases with the level of income (Y).2? Experience also shows that imports (Z)
increase with the level of income. We will denote these responses in functional form
as Sy(Y) and Z(Y) where both Sy and Z respond positively to Y. If these two rela-
tionships are linear, and the other variables in this equation are independent of income
(i.e., exogenous), we have the graphs depicted in Figure 13.5.

Figure 13.5 depicts a situation in which the trade balance is initially zero. Suppose
that, from this initial position, there is an increase in export demand. This shifts the
E — Z(Y) curve upward by the amount of the increase in export demand from point A
to point B. At point B, however, the trade surplus exceeds the net of domestic savings
over domestic investment. The only way for the fundamental accounting equation
to be restored is via an increase in Y. As Y increases, both Sy and Z increase. The

21 See chapter 3 of Dornbusch (1988).

22 This goes back to Keynes (1935) who stated: “The fundamental psychological law . . . is that men are disposed,
as a rule and on the average, to increase their consumption as their income increases, but not by as much as the
increase in their income” (p. 96, emphasis added).
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Figure 13.6. An Increase in Government Spending or Investment

former increases the net of domestic savings over domestic investment (a movement
from A to C), whereas the latter reduces the trade surplus (a movement from B to C).
The fundamental accounting equation and macroeconomic equilibrium are restored
at point C.%

Next, consider Figure 13.6. We begin at the same initial equilibrium as in Figure 13.5
at point A. Suppose that, from this initial position, there is an increase in government
spending or investment. This shifts the Sy(Y) + T — G — I curve downward by the
amount of the increase in government spending or investment from point A to point
D. At point D, however, the net of domestic savings over domestic investment (now
negative) is below the trade surplus (still at zero). The only way for the fundamental
accounting equation to be restored is via an increase in Y. As Y increases, both Sy and
Z increase. The former increases the net of domestic savings over domestic investment
(a movement from D to F), whereas the latter reduces the trade surplus (a movement
from A to F). The fundamental accounting equation and macroeconomic equilibrium
are restored at point F, characterized by a trade deficit.*

Finally, we can have an increase in either tax revenues or the entire Sy (Y) relationship.
This shifts the Sy(Y) + T — G — I curve upward rather than downward as in Figure
13.6 and is left as an exercise for the reader (see Review Exercise 5).
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EXCHANGE RATES AND PURCHASING POWER PARITY

For U.S. companies with large trade and investment exposures to Western Europe, the
year 2000 was a very difficult time. During that year, the euro fell in value from just
under US$1.00 to approximately $0.80. U.S.-based firms such as Compagq, IBM, Intel,
Polaroid, Microsoft, Baxter International, Heinz, Caterpillar, Dow Chemical, Dupont,
and TRW all suffered as a result. Why? Their euro sales were worth less in dollar terms,
and dollar terms mattered. One Wall Street analyst estimated that the fall of the euro
in 2000 shaved 3 percent off total Standard and Poor 500 operating profits in the third
quarter alone. The president of TRW lamented, “If I could report in euros, we would
be having a bang-up year.”! Unfortunately, this was not possible.

In 2003, the euro increased in value. This was good news for U.S.-based firms selling
in the euro area, but bad news for EU-based firms selling in the United States and
reporting profits in euros. Volkswagen, for example, attributed a €1 billion fall in
profits to the strengthened euro.> One way or another, changing exchange rates affect
firms engaged in international production.

Exchange rates matter, and they matter in many different ways to many different
participants in the world economy. Much of this section of the book, focusing on the
third window on the world economy, international finance, is directly or indirectly
concerned with exchange rates. Indeed, this and the next two chapters are exclusively
devoted to developing your understanding of exchange rates. In this chapter, we begin
with two important exchange rate definitions. These are the nominal exchange rate and
the real exchange rate. Next, we develop a first model of exchange rate determination:
the purchasing power parity model (PPP model). Having developed this model, we
relate it to our definition of the real exchange rate.

We then turn to the relationship of exchange rates and trade flows. Finally, we
consider the difference between spot rates and forward rates and how this difference
can, at times, be used by firms to hedge exchange rate exposure. The real exchange rate
definition and the PPP model utilize the notion of overall price levels in an economy.
For those who are not familiar with this idea, price levels are discussed in a first appendix
to this chapter. A second appendix considers an extension of the PPP model in the form
of the monetary approach to exchange rate determination.

As you conclude this chapter, you will have an understanding of one model of
exchange rates: the PPP model. As you will see, this model has validity in helping to
predict the long-run trends in nominal exchange rates. We also need a model to help
predict short-run trends in nominal exchange rates; this is the central task of Chapters
15 and 16.

Analytical elements for this chapter:

Countries, currencies, and financial assets.

THE NOMINAL EXCHANGE RATE

Our discussion of exchange rates is placed within a particular context in order to make